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Abstract 

The early and accurate prediction of liver disease in patients is still a challenging task among medical practitioners even 
with latest advanced technologies. The support vector machines are widely used in medical domain. It has proved its 
efficiency on producing good diagnostic parameters. These results can be further improved by optimizing the 
hyperparameters of support vector machines. The proposed work is based on optimizing support vector machines with 
crow search algorithm. This optimized support vector machine classifier (CSA-SVM) is used for accurate diagnosis of 
Indian liver disease data. The various similar state of art algorithms are taken for comparison with proposed approach to 
prove its efficient. The performance of CSA-SVM is found to be outstanding among all other approaches in terms of all 
metrics taken for comparison. It has yielded the classification accuracy of 99.49%. 
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1. Introduction

Liver is the largest organ in the body. Its main functions 
include digestion, remove toxins, fights infection, balance 
hormones and secrete bile juice. There are various liver 
diseases which are caused due to virus infection, excess 
amount drugs, poisoning, alcohol, obesity and many other 
factors. These causes liver failure which significantly 
damage the body as it leads to improper body functions. 
This is a life-threatening condition. Some common liver 
problems include hepatitis, fatty liver disease, liver cancer 
etc. There are many tests to diagnose liver dysfunction, 
liver biopsy, viral hepatitis tests, comprehensive 
metabolic panel, transient elastography etc. The initial 
stage of liver diseases are mostly unable to diagnose, as 
the liver functions normally even with partial infections. 
This creates a challenging task for doctors for accurate 
prediction at early stage. Early detection and treatment 
leads to healing of liver rather than leading to critical 
conditions.  

Many machine learning algorithms such as artificial 
neural networks, decision trees, support vector machine 
(SVM) and many others are used in the literature for liver 
data classification. A few recent works are discussed 
below and their classification results are tabulated below. 
The classification algorithms such as Naïve Bayes (NB), 
J48, Random tree (RT), K-Star are implemented using 
WEKA tool [1]. In [2], various algorithms namely 
Logistic regression, SVM, RT, Bagging techniques are 
compared for classification accuracy. Multi layer feed 
forward deep neural network (MLFFDNN) trained with 
back-propagation network (BPN) is used in [3]. XGBoost 
algorithm is used to predict the liver disease data collected 
from Andhra Pradesh, India. In this L1 and L2 
regularization technique is used to improve efficiency [4]. 
The class imbalance in ILPD is handled using synthetic 
minority oversampling technique. Then the classification 
performance is evaluated for both balanced and 
unbalanced dataset using K-Nearest neighbor (KNN) and 
SVM [5]. Particle swarm optimization (PSO) is combined 
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with SVM for feature selection and applied for classifying 
liver data [6].  

The liver disease diagnosis done using SVM has found 
to produce good results. This algorithm works still more 
efficient when it is combined with heuristic and nature-
inspired meta-heuristic optimization algorithms 
(MHOAs). In [7], the modification of kernel and optimal 
set of SVM hyperparameters that are found using 
optimization methods such as random search, grid search 
and the Nelder–Mead method, has improved the 
classification accuracy of DNA sequence recognition 
problem. The learning vector quantization neural network 
algorithm and the Fisher-SVM coupling algorithm are 
applied for prediction of hypertension risk in steel 
workers. The efficiency of this combination is proved for 
varying sample size [8]. 

MHOAs jointly work with SVM for tasks such as 
parameter tuning and feature selection. The two key hyper 
parameters namely penalty parameter and kernel function 
width are mostly tuned for better efficiency in many 
works. A few includes, the MHOAs such as Ant colony 
optimization and PSO [9], Fruitfly optimization algorithm 
[10], accelerated PSO [11], Multi-verse optimizer 
approach [12], Simulated annealing [13] were adopted to 
find optimal set of parameters for SVM. To improve the 
SVM classification accuracy in high-dimensional 
datasets, the feature selection technique is applied with 
the help of MHOAs such as Grasshopper optimization 
algorithm [14] and Firefly algorithm [15] is used to train 
all the parameters of SVM. Many such MHOAs are used 
with SVM for specific applications. But still these 
algorithms are found to have some limitations. Most of 
the times the accurate results are not produced. Thus a 
robust algorithm that promises high diagnostic accuracy 
in early prediction is needed to solve the above mentioned 
issues.  

In this work, Crow search optimization algorithm 
(CSA) [19] is firstly combined with SVM linear kernel to 
optimize its lagrangian values in order to improve the 
diagnostic efficiency of liver disease dataset. CSA is 
chosen among other MHOAs as it contains simple and 
efficient optimization steps. It also maintains good 
balance between exploration and exploitation. As it has 
only two tuning parameters, it is simple to apply and fast. 
It is also noted that it has proved its efficiency in many 
similar applications. The calculation of alpha and bias 
value is the critical task during the training of SVM. 
Many mathematical optimization algorithms like 
Quadratic programming, Least squares, SMO etc., have 
been used. Thus in this paper, the usual procedure of 
optimizing SVM lagrange values using SMO during 
training is discussed in steps. Then the details of CSA for 
optimizing these lagrange values in the place of SMO is 
illustrated. It is observed that the optimization steps of 
CSA-SVM is very simple and efficient. 

The organization of the paper is as follows, Section 1 
gives the introduction, Section 2 provides the details of 
Indian liver disease dataset, concept of SVM, training of 
support vector machine parameters with Sequential 

minimal optimization (SMO), details of CSA, CSA-SVM 
methodology. Section 3 deals with experimental details, 
results and performance analysis. Finally, Section 4 
concludes the proposed work 

2. Materials and methods

2.1. Dataset details 

The publicly available Indian liver patient dataset from 
University of California Irvine machine learning dataset 
repository [16] is used for this work. This data is collected 
from patients of north-east Andhra Pradesh, India. It 
contains 583 samples including 416 diseased liver 
samples and remaining 167 non-liver diseased samples. It 
data is tabulated with 10 input attributes and one output 
class attribute. The attribute details of the dataset is given 
in Table 1. 

Table 1. Attribute details of dataset 

Attribute 
no. 

Attribute 
name 

Attribute details 

Input attributes 
1 Age  Age of the patient (all subjects greater than 

89 are labelled 90) 

2 Sex  Gender of the patient Female Male 

3 Tot_Bil Total Bilirubin 

4 Dir_Bil Direct Bilirubin 

5 Alk_Phos Alkaline Phosphotase 

6 Alamine Alamine Aminotransferase 

7 Aspartate  Aspartate Aminotransferase 

8 Tot_Prot Total Protiens 

9 Albumin Albumin 

10 A_G_Ratio Albumin and Globulin Ratio 

Output attribute 

11 Disease Disease State (classified labeled by the 
medical experts ) -1 = normal and 1= 
disease 

2.2. Support vector machine 

The SVM algorithm was firstly invented by Vladimir N. 
Vapnik and Alexey Ya. Chervonenkis in 1963. The SVM 
classifier is a kind of machine learning algorithm that 
attempts to find an optimal hyperplane with maximum 
margin [17]. This algorithm separates the linearly 
separable data samples into two classes. If the data is non-
linearly separable, then SVM maps the data into high- 
dimensional feature space and performs the classification. 
The equation of the separating hyperplane is given by the 
Equation (1), 
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  (1)

where ‘W’ is the normal vector that represents the angle 
or orientation of the hyperplane in m- dimensional space 
(synonymously it can be called as width of the margin), 
‘X’ is the input vector and ‘b’ is the bias or threshold that 
represents the position or the distance of the hyperplane 
from the origin. The canonical hyperplane is defined by 
Equation (2) for positive samples and Equation (3) for 
negative samples. 

 (2) 
    (3) 

The data samples that lie above the Equation (2) 
belong to positive class and data samples that lie below 
the Equation (3) belong to negative class. The data 
samples that lie on the Equations (2) and Equation (3) are 
called support vectors. Thus the design of the SVM 
classifier is influenced by the formation of hyperplane and 
the position of the support vectors on it. The details of 
SVM structure is illustrated in the Figure 1. 

Figure 1. Structure of SVM 

From the Figure (1), the equation of the margin is given 
in Equation (4), 

  (4) 

where   (L-2 norm). Now the objective of 
SVM is to maximize the margin and is carried out by 
minimizing the L-2 norm  This is mathematically 
expressed as an optimization equation given in  Equation 
(5). 

(5) 

The above Equation (5) is a constrained convex 
quadratic optimization subject to linear constraints, so it 
can be rewritten as Equation (6),    

(6) 
Further, by using the Lagrangian multipliers  the 

above equation is converted into an unconstrained 
optimization equation as given in Equation(7), 

(7) 

where  is the kernel function value for the training 
data and c is the box constraint values whose details are 
discussed in upcoming section.There are many kernel 
functions such as Linear kernel, Quadratic kernel, 
Polynomial kernel, Gaussian Radial Basis function and 
Multilayer Perceptron kernel can be used. 

The objective function given in Equation (7) is 
evaluated using any one of the mathematical optimization 
algorithms such as SMO, Quadratic programming (QP), 
Least squares (LS) and so on [18]. The optimal values of 
alpha and bias are used for classifying the unknown data 
‘z’ using Equation (8) 

(8) 

Where Ksv,z is the kernel function value that gives the 
similarity or distance between the support vectors and 
unknown data. 

2.3. Optimization of SVM using SMO 

The training phase of SVM starts with loading of training 
data and then the separation of data into input and the 
target. The input data is shifted and scaled followed by 
calculation of kernel matrix using a kernel function. Then 
the box constraint values are calculated. After that the 
alpha and bias values are calculated using SMO algorithm 
that results in the calculation of support vectors [18]. 
Using these support vectors, testing phase is carried out 
for classification of unknown data. 

Steps for optimizing Support vector machines with 
SMO algorithm 

Step 1  Load the data 

The training data of size ‘n’ is loaded for training the 
support vector machine classifier.  

Step 2 Separation of training data into input and target 

The training data is separated into input and target. Let X 
= {X1,X2,…,Xn}represents the set of samples(records) in 
the data. This X contain ‘n1’ number of records that 
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belongs to class 1(positive class) and ‘n2’ number of that 
belongs to class2(negative class). Each Xi contains m 
attributes(features), i.e., Xi = {xi,1,xi,2,…,xi,m}. Yi is the 
actual output which may either take -1 for negative class 
and +1 for positive class. Let Yi={Y1,Y2,...,Yn} represents 
the output class label of each record. 

Step 3 Shifting the input data 

For shifting the input data, first the shiftmean value is 
calculated. The shiftmean value is the negative of the 
mean of each column or attribute of the input data and it 
is calculated using the equation (9) as, 

 (9) 

The input data is shifted by adding the shiftmean value of 
each column with its corresponding column values. It is 
calculated using the equation (10) as, 

     (10) 

This is to centre the data points at their mean. Shiftdata, 
sh is the shifted data matrix  

Step 4 Scaling the input data 

The scalefactor is calculated as one divided by the 
standard deviation of each column as per the equation 
(11) given below,

    (11) 

The scalefactor of each column is multiplied with the 
shifted data matrix of its corresponding column using 
equation (12) as, 

(12) 

The scaled data matrix is used for training the SVM 
classifer. 

Step 5 Selection of Kernel function and calculation of the 
Kernel matrix 

The kernel function maps the training data into kernel 
space. There are many kernel functions such as Linear 
kernel, Quadratic kernel, Polynomial kernel, Gaussian 
Radial Basis function and Multilayer Perceptron kernel. 
The kernel function is denoted by K(Si,Sj), where Si and 
Sj are the scaled  input vectors. The calculation for Linear 
kernel is given in the equation (13), 

       (13) 

The kernel matrix, Ki,jis calculated by the equation (14). 

  (14) 

The kernel matrix represents the similarities between the 
input vectors. It is a symmetric and positive semi-definite 
matrix. The x represents the input vector and K denotes 
the feature space vector got after the transformation. The 
kernel function maps the shifted and scaled training data 
‘S’ into kernel space or the feature space vector. Linear 
kernel, Polynomial kernel, Gaussian Radial Basis function 
(RBF) are some popular kernel functions listed in Table 2. 

Table 2. List of kernel functions 

Kernel name Kernel function 
Linear Kernel 

RBF kernel 

Polynomial 
Kernel 

 , for any degree, d > 0    

The purpose of the kernel matrix is to find out the 
similarities between the input vectors. It is a symmetric 
and positive semi-definite matrix. 

Step 6 Retrieving the diagonal of the Kernel matrix 

The diagonal of the kernel matrix is retrieved and given 
using equation (15) as, 

 (15) 

Step 7 Calculation of Box constraint values for classes 

The Boxconstraint (c) is a value used in the training 
process to handle the trade-off between training error and 
complexity of the model. Further this penalty parameter is 
a boundary condition that decides the number of outliers 
accepted for the calculation of support vectors. It is of 
same length as the training data. It is always initialized as 
1,[c = 1].It automatically rescales the samples if two 
groups are unbalanced. The box constraint for each class 
is calculated using the equation (16) and (17) as, 
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     (16) 

      (17) 

In general, smaller value of ‘c’ makes the classifier 
flat, larger value makes the training with less error and 
very larger values make the classifier to start overfitting. 
Hence an optimal c value is chosen to make the classifier 
retain its property of generalisation with less training 
error.  

Step 8 Calculation of Alpha and Bias values using 
Sequential Minimal Optimization (SMO) algorithm 

In this section, SMO is discussed to calculate the alpha 
and bias value. The following are the control parameters 
to be initialized for SMO algorithm. 

In each iteration, the SMO algorithm chooses a pair of 
the Alpha values (α1 and α2) also known as the Lagrange 
multipliers and optimizes it by solving analytically, till 
convergence takes place. The existence of the equality 
constraints makes it impossible to optimize the variables 
individually which in turn only optimizes the alpha 
values. Likewise the  Alpha values are calculated for all 
the datapoints, two at a time till the optimum values are 
obtained, based on the condition 1 that whether the 
maximum number of iterations  reached  or when the 
condition 2 ((α1-α2)≤tolKKT) is satisfied. Then the bias or 
the threshold value is calculated using the equation (18) 
as,  

   (18) 

Each datapoint is associated with one alpha value which 
plays a vital role in qualifying the datapoints as the 
support vectors. The post condition is the alpha values 
should be greater than  or equal to 0 and  less than or 
equal to  the Boxconstraint value, i.e., 

Step 8.1 Initialization of training parameters 

• Maximum number of iterations, maxIter =
[1…5000]

• Tolerance by which the Karush-Kuhn-Tucker
(KKT) conditions and stopping criteria are
checked,                   tolKKT=  1.0000e-03

• Episilon(ϵ) = 2.2204e-16
• Tolerance by which support vectors are

identified, svTol= square root of ϵ = 1.4901e-08 
• KKTViolationLevel=[0,1], specify the fraction

of variables allowed to violate the  KKT
conditions, it is set as 0

• Number of accepted KKT violations,
acceptedKKTviolations = 0

• The initial alpha value of all datapoints are

initialized with αold(i) 0, i=1,2…n 
• The object gradients of the objective function are

initialized with  = 1 

• The vectors, Box+1 and Box-1 of class1 and
class2 respectively are initialized as,

•    and 

• 

• The masking vectors for class1 and class2 are 
 respectively, initialized as, 

  and 

Step 8.2 Calculation of first Alpha value 

The first alpha value α1 is calculated using the equation 
(19) as,

    (19) 

The index value of α1 is stored in id1 

Step 8.3 Calculation of second Alpha value using 
Maximum gain method 
The Maximum gain method is used for finding the second 
alpha value (α2) and its index (id2) using α1 and id1 values. 
For that, mask values are calculated using the 
equation(20) as, 

 where ,  i= 1,2      (20) 

Now calculate the gain value using the equation (21), 

        (21) 

where i=1,2,…n, gainNumerator gainDenominator≠  0      

The index value of gain value is the index of the second 
alpha value (id2). The α2 is calculated in the equation 
(22), 

      (22) 

The alpha values are updated based on stopping condition. 

Step 8.4 Checking for the stopping conditions and 
calculation of Bias value 

The condition 1 is to check whether the maximum number 
of iterations (maxIter) is reached to check for stopping of 
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optimization process. If the condition 2 is true then the 
bias value is calculated using the equation (10). If the 
condition fails, then the Lagrange multipliers α1 and α2 
are updated till it the convergence occurs. The alpha 
values are updated before the next iteration. The alpha 
calculation is stopped if any one or both the conditions are 
satisfied, which ever be the earliest.  

Step 8.5 Updating the Alpha values based on clip limits 

The bound constraints,  causes the Lagrange 
multiplier (LM) to lie within a box, while the Linear 
equality constraints  makes the LM to lie on 
the diagonal line segment. The ends of diagonal line is 
computed with the help of LM. This corresponds to the 
right orientation of the Hyperplane. The clip limits are 
calculated using the equation (23), 

and 

  (23) 

The calculation of the second derivative of the objective 
function, ( along the diagonal line is given in the 
equation (24), 

   (24) 

When  then lambda, λ value calculated using 
equation (25) as, 

(25) 

The new second alpha value,  is calculated first using 
the equation (26), 

 (26) 

Next the constrained minimum is found by clipping the 
unconstrained minimum to the ends of the line segment 
i.e., the using the equation (27), 

 (27) 

Now the new first alpha value, is calculated first 
using the equation (28), 

  (28) 

The  is clipped using the equation (21), 

     (29) 

These alpha values from the equation (27) and (28) are 
updated in the global array . 

Step 8.6 Updating the training parameters 

The relevant training parameters such as of 
the (19) and (20) are updated using the equation (30). 

where i = 1,2 …n.  
(30) 

Proceed with the next iteration till the condition1 and 2 
gets satisfied. 

Step 9 Evaluation of the value of the objective function in 
Equation (7) 

Step 10 Calculation of the Support vectors 

The training datapoints are qualified as support vectors of 
size q with the help of alpha values updated at the end of 
the training process using the equation (31) as, 

,  j = 1,2 …q       (31) 
The kernel matrix with svindices are the support vectors 

Step 11 Discrimination of alpha values 

The alpha values, are classified based on its class 
labels as  using the equation (32), 

, j=1,2…q    (32) 

This is the final alpha values used for testing process. 
Testing phase 

Step 12 Load the test data 

The test dataZi={Z1,Z2,….Zn} with m attributes as that 
of training data is loaded for testing the SVM classifier. 

Step 13 Shift the test data 

The test data is shifted using the equation (33) from the 
shiftmean calculated from equation (9), 
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  (33) 

Step 14 Scale the test data 
The shifted test data is scaled using the equation (34) with 
the scaling factor derived in equation (11),  

    (34) 

Step 15 Classification of the test data 
The classification function is evaluated and the sign of it 
denotes the classification of data into class1 and class2. 
The classification function is given using the equation 
(35), 

(35) 

where is the kernel matrix which gives the similarity 
or distance between the support vectors and the testing 
data.If the sign of the output of particular test data is 
positive, then it belongs to class 1 and else if it is 
negative, then it belongs to class 2. 

2.4. Crow search algorithm 

CSA is the most recently developed algorithm by Alireza 
Askarzadeh in the year 2016 [19]. It is inspired based on 
intelligent stealing behaviour of clever bird crow.  The 
crows hide extra food in hiding places and retrieve when 
needed.  A crow follows the other that has better food 
sourceinorder to steal it. From its own stealing 
experience, it also tries to avoid being a future victim. 
These behavioural characteristics of crows are simulated 
as metaheuristic optimization algorithm. The flock of 
crows forms the population (N). Each crow Xi, [ i=1, 
2,…N] is considered as search agent, the environment as 
search space, the hiding places as certain positions which 
corresponds to feasible solution, the fitness function is 
based on food source quality where best food source is 
global best solution.  

A d-dimensional environment is assumed, that is each 
crow is considered as d-dimensional vector. The position 
of crow i at iteration iter is given as Xi,iter where 
iter=1,2,…max_iter.  

, , , ,
1 2,

i iter i iter i iter i iter
dX X X X =  

 (36) 

Each crow is associated with memory to memorize the 
information of its hiding places. The memory of ith crow 
in iteration iter is given as mi,iter. This is considered as best 
position achieved so far, based on fitness value calculated 
at each iteration. The crows have the habit of following 

the other to find their hiding places to steal food. Based 
on their behavioural strategy, two cases are formulated to 
update their position. Assume crow i follows crow j,  

 Case 1: If crow j does not know that it is followed
by crow i, it reaches its hiding place which is also
reached by crow i. Hence position is updated for
crow i. The new position of crow i is calculated as,

       (37) 

where ri is random number and fli,iter denotes flight length 
of crow i at iteration iter. 

 Case 2: If crow j notices that it is followed by crow
i, then it tries to fool crow i by reaching some other
location randomly. Now the new position of crow i
is updated with random value. The case 1 and case
2 depends on value of awareness probability (AP).

2.5. CSA-SVM Methodology 

The procedure of CSA-SVM is given below, 

Step 1 Initialize population size (N), Maximum 
iteration (Max_iter), awareness probability 
(AP), flight length (fl). 

Step 2 Initialize the crow population using random 
values (position of crows). 

Step 3 Initialize the memory of crows. For first 
iteration, its initial positions are considered as 
memory.  

Step 4 The quality of position of each crow is 
evaluated using the fitness function (Equation 7)  

Step 5 The new position of each crow is generated 
based on two cases, case 1 and case 2. 

Step 6 Feasibility of new positions are checked. If it is 
found better than current, then position update 
takes place else current one is saved. 

Step 7 Fitness of each crow for new position is 
calculated. 

Step 8 The memory of each crow is updated by 
comparing the new fitness value with 
memorized one. It is updated with the better 
one. 

Step 9 Check for stopping criterion, that reaching 
maximum iteration. 

Step 10 Steps 5-9 are repeated till max_iter is reached. 

Step 11 The optimal or best solution is achieved. 

3. Experimental details and discussions

The most widely used algorithms such Genetic algorithm 
(GA) [20], Multi-verse optimizer (MVO) [21], Firefly 
algorithm (FA) [22] and PSO [23] are used to optimize 
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SVM and applied for classification of liver dataset. The 
results are compared with proposed CSA-SVM. The 
proposed CSA-SVM and all other comparison SVM 
hybrids such as MVO-SVM, GA-SVM, FA-SVM and 
PSO-SVM algorithms are developed in MATLAB 
R2015b installed in machine with Intel core i5 processor 
of speed of 2.7 GHz and 4 GB RAM. The details of other 
MHOAs such as GA, MVO, FA and PSO that are taken 
for comparison are out of scope for this work and are not 
further discussed here. As it is necessary to reveal the 
values that are set for the control parameters of 
comparison MHOAs used in the experiments, the details 
regarding it are given in Table 3. All the experiments are 
conducted using ten-fold cross validation method and 
averages of results are tabulated in Table 4. 

Table 3. Setting of control parameters 

Algorithm Parameter Value 

CSA flight length (fl) 
awareness probability (AP) 

2.5 
0.05 

MVO Min wormhole existence ratio 
Max wormhole existence ratio 

0.2 
1 

FA light absorption coefficient 
attractiveness 

1 
1 

PSO Acceleration constants (C1,C2) 
Inertia weight (w) 

(2, 2) 
0.8 

GA Selection 
Cross over probability 
Mutation probability 

Roulette wheel 
1 
0.01 

The performance measures such as sensitivity, specificity, 
precision and accuracy are used to scale the performance 
along with standard deviation (SD) [24]. The results from 
the experiments clearly shows that CSA-SVM has the 
best diagnostic capability than all other hybrid SVMs. It 
has produced accuracy, specificity, sensitivity and 
precision of 99.49±0.12, 98.80±0.33, 99.76±0.21 and 
99.52±0.51 respectively. 

Table 4.  Performance comparison of SVM 
classifiers 

Approach 
Sensitivity
± SD(%) 

Specificity
± SD (%) 

Precision± 
SD (%) 

Accuracy± 
SD (%) 

CSA-SVM 99.76±0.21 98.80±0.33 99.52±0.51 99.49±0.12 

MVO-SVM 96.15±1.87 92.22±2.11 96.85±0.69 95.03±2.01 

GA-SVM 93.99±1.99 95.81±1.32 98.24±1.86 94.51±1.93 

FA-SVM 89.66±3.41 79.04±2.52 91.42±2.21 86.62±2.64 

PSO-SVM 84.13±2.43 88.02±2.94 94.59±1.57 85.25±2.28 

The performance of MVO-SVM and GA-SVM are found 
to be a little closer. MVO-SVM has the second highest in 
sensitivity and accuracy as 96.15±1.87 and 95.03±2.01 
respectively. GA-SVM is next highest to CSA-SVM in 
specificity and precision values as 95.81±1.32 and 
98.24±1.86 respectively. FA-SVM is competitive with 
PSO-SVM in diagnostic accuracy. PSO-SVM has yielded 
least performance in terms of accuracy and sensitivity as 
85.25±2.28 and 84.13±2.43 respectively, and this shows 
that it has not correctly predicted the most positive 
samples. FA-SVM is least in terms of specificity and 
precision as 79.04±2.52 and 91.42±2.21 respectively, and 
from this it is found that it has given the least 
discrimination ability toward the negative samples. The 
results prove that CSA-SVM has produced outstanding 
performance than all classifiers used for comparison. This 
is plotted in a graph with performance metrics in X-axis 
versus scaling (in percentage) in Y-axis. This details are 
shown using Figure 2. 

Figure 2. Performance chart of hybrid SVMs 

Table 5. Performance comparison of works in 
literature on Liver disease diagnosis 

Works in 
literature 

Approach Performance 
(Accuracy) 

[1] NB 60.6% 

K-star 67.2% 

J-48 71.2% 

RT 74.2% 

[2] Logistic regression 
73.5% 

SVM 70.94% 

RT 66.66% 

Adaboost 74.35% 

Bagging 72.64% 
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[3] MLFFDNN 98% 

[4] XGBoost algorithm 99% 

[5] SVM 73.96% 

K-NN 74.67% 

[6] PSO-SVM 94.42% 

[25] NeuroSVM (SVM + ANN) 98.83% 

[26] Boosted C5.0 93.75% 

CHAID algorithm 65% 

[27] Naïve Bayes(NB) 53.90% 

Decision trees 69.40% 

Multi-layer perceptron (MLP) 67.90% 

k-Nearest Neighbor 65.30% 

[28] J-48 68.78% 

MLP 68.26% 

Random Forest 70.30% 

Bayesian network 67.24% 

[29] Bagging 69.30% 

IBK 64.49% 

J-48 68.78% 

J-Rip 66.38% 

MP 68.95% 

NB 55.75% 

Proposed 
method 

CSA-SVM 
99.49% 

The several works on Liver disease data using various 
algorithms in literature along with proposed CSA-SVM 
are tabulated in Table 5 based on accuracy produced by 
them. This also shows that CSA-SVM has produced better 
result when compared with others. 

4. Conclusion

The optimization of SVM parameters with SMO is dealt. 
In this work, the lagrange values of support vector 
machines are optimized using the crow search algorithm. 
This optimized CSA-SVM classifier applied for the 
efficient diagnosis of Liver disease. It is noticed that the 
procedure to optimize SVM with CSA is simpler than 
with that of SMO. The experiments are carried out using 
ten-fold cross validation method. Many similar SVM 
hybrids are taken for comparing the efficiency of CSA-
SVM. It is experimentally found that CSA-SVM has good 
discrimination ability on the liver disease data in terms of 
performance metrics such as sensitivity, specificity, 
precision and accuracy. Also the results of various 
algorithms that are used for liver disease diagnosis in 
literature are also compared. The overall classification 
accuracy produced by CSA-SVM is 99.49% which is the 

highest value. Finally, it is found that CSA-SVM has 
produced outstanding results than that of other approaches 
in liver disease data diagnosis. This approach can also be 
recommended to be used for other disease diagnosis. It is 
proved that it can help the medical domain in earlier 
accurate diagnosis of diseases based on the results 
produced in this proposed work. 
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Abstract
People give more importance concerning the overall quality of the modernized ecosystem.
The pollution of air is one of the significant problems to be resolved as it restricted the
ecological transformation of the modernized ecosystem. Therefore, it is fundamental to eval-
uate the implication of these ecological issues to enhance the urban ecosystem. This vital
purpose of this research is to propose a canonical correlation analysis based hyper basis
feedforward neural network classification (CCA-HBFNNC) model for evaluating sustain-
able urban environmental quality. The CCA-HBFNNC model initially acquires a large size
of U.S. air pollution dataset as input. Then, a canonical correlative analysis based feature
selection algorithm is applied in the CCA-HBFNNC model to select the key pollutant fea-
tures, which bear fundamental implications to the modernize air pollution to maintain the
level of urban sustainability. After the feature selection process, the CCA-HBFNNC model
applies the HYPER BASIS FEEDFORWARD NEURAL NETWORK CLASSIFICATION
(HBFNNC) algorithm in order to classify input air data based on chosen pollutants features.
During the classification process, the HBFNNC algorithm used three critical layers namely
hidden, output and input layers for efficiently categorizing each input data as higher or lower
pollution level with higher accuracy. If the level of air pollution on the urban environment is
higher, finally CCA-HBFNNC model significantly reduces the pollution level. In this way, the
CCA-HBFNNC model attains improved urban sustainability levels when compared to sophis-
ticated operation. An experimental evaluation of the CCA-HBFNNC model is determined in
terms of CCA-HBFNNC model, time complexity and false-positive rate in consideration of
the diversified number of air data retrieved from the big data sets. An investigational result
shows that the proposed CCA-HBFNNC model can increases the sustainability level and
minimizes the time complexity of urban development when contrasted with contemporary
works.
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1 Introduction

The terminology ‘’Big Data’ refers to the massive amount of information collected for discov-
ering useful knowledge. The pollution of air is now considered as a fundamental ecological
issue in the modern sustainable ecosystem. Recently few research works have been designed
for maintaining urban sustainability using different techniques. But, the classification perfor-
mance of conventional techniques when using big data as input was lower. In order to resolve
this drawback, a novel model called Canonical Correlation Analysis Based Hyper Basis
Feedforward Neural Network Classification (CCA-HBFNNC) is developed in this research
work.

A Hybrid Model was introduced in [1] for increasing a sustainable urban-environmental
quality evaluation performance using air pollution data. However, the Sustainability level
using this model was lower. A Multiple Criteria Decision Making (MCDM) Framework was
introduced in [2] to consider the implications of air pollution on urban sustainability and to
identify numerous factors of economic enhancement and air pollutants. But the time utilized
for urban sustainable development process was more.

A review of different techniques designed for urban environments in consideration of big
data and ecological sustainability referring to data applications have been analyzed in [3].
A novel methodology was presented in [4] for sustainable urban development. However,
controlling air pollution levels in the urban environment remained unsolved.

An analytical framework was introduced in [5] to attain the anticipated level of ecolog-
ical sustainability. But the computational complexity taken for preserving environmental
sustainability was very higher. A Planning and Scholarly Technique was applied in [6] to cal-
culated intelligent, sustainable urban development. Nonetheless, the modernized sustainable
performance was not enhanced.

The principally enhancing advancements of the big data analytics and context-aware
computing were designed in [7] for intelligent, sustainable urban environments. But reducing
the air pollution level was not considered. A novel model was designed in [8] to resolve the
major ecological and social concerns in the advancement of sustainable urban environments
by using the big geospatial data. However, a higher sustainability level was not obtained.

Unique challenges and opportunities involved in big urban data for enhancing the sustain-
able development goals were analyzed in [9]. But the processing time required for effective
urban sustainable development was not reduced. The financial analysis approach was created
in [10] to evaluate the potential ecological problems acted upon by the underground spaces
that use the modernized form of sustainability. However, the urban sustainability level was
not increased while getting big data as input.

To resolve the present issues discussed above, the CCA-HBFNNC model was designed.
The most crucial contribution of the CCA-HBFNNC model is described in below,

• To improve the sustainability level on the urban environment when contrasted to the con-
temporary operations, CCA-HBFNNC model is designed by using canonical correlative
analysis-based feature selection (CCA-FS) and hyper basis feedforward neural network
classification (HBFNNC) algorithms.
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• To enhance the classification performance of big air pollution and thereby achieving a
higher sustainability level, the HBFNNC algorithm is proposed in the CCA-HBFNNC
model. HBFNNC is a variation of the three layers feed-forward neural systems in which
input big air data is passed via the input layer, output layer and hidden layer.

The remaining section of the research is designed as followed. Section 2 proposes the
CCA-HBFNNC model is detailed explained with the aid of an architecture diagram. Section 3
shows the experimental settings. The experimental result of the proposed CCA-HBFNNC
model is discussed in Sect. 4. In Sect. 5, a detailed literature survey is given. Lastly, the
research is wrapped up in Sect. 6.

2 Canonical Correlation Analysis Based Hyper Basis Feedforward
Neural Network Classification

Air pollution is q critical environmental concern that can principally impact the urban ecolog-
ical environment. Certainly, air pollutants are not just dangerous to human health, but can also
lead to significant economic loss, which is most evident in developing economies. Therefore,
the management and control of air pollutions are currently regarded as a major concern in the
social and economic development aspect of the developing nations. Nonetheless, the preven-
tion policy of the management and control of air pollution in the countries is considerably
lagging the social and economic developments. As such, the ambient quality of air is sig-
nificantly deteriorating. Atmospheric pollutants are mainly influenced by air pollutants and
their emissions hence leading to a significant advancement of the urban environments and the
shrinkage of the green space. Lately, many research works have been designed for controlling
air pollution and maintaining urban sustainability. However, the classification accuracy of big
pollution data for maintaining higher urban sustainability is was lower. In order to overcome
this drawback, canonical correlation analysis based hyper basis feedforward neural network
classification (CCA-HBFNNC) model is proposed in this research work.

Contrary to that, the contemporary works, CCA-HBFNNC model is introduced by using
the canonical correlative analysis-based feature selection (CCA-FS) and hyper basis feed-
forward neural network classification (HBFNNC) algorithm. The CCA-FS is designed in the
CCA-HBFNNC model to choose the significant pollutant features to bear much significant
on the modernized atmospheric pollution with a lower amount of time complexity. In addition
to that, the HBFNNC algorithm designed in the CCA-HBFNNC model classifies each data in
each big dataset as higher pollution or lower pollution level. Thus, the CCA-HBFNNC model
controls air pollutions on the urban environment with higher sustainability and minimal time.
The architecture diagram of the CCA-HBFNNC model is shown in below Fig. 1.

Figure 1 demonstrates the overall processes of the CCA-HBFNNC model to get enhanced
urban sustainability performance. As presented in the Fig. 2, the CCA-HBFNNC model
includes two main processes namely feature selection and classification for effective, sus-
tainable urban development. During the feature selection process, the CCA-HBFNNC model
applies canonical correlative analysis-based feature selection (CCA-FS), where it selects the
pollutant features that are more related to maintain urban sustainability with lower time
complexity.

During the classification process, the CCA-HBFNNC model employs Hyper Basis Func-
tion Network with aiming at classifying each data into corresponding classes (higher pollution
or lower pollution level) with higher accuracy. From the above big pollutant data classifica-
tion result, the CCA-HBFNNC model significantly controls the pollutions level and thereby
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Big U.S Air 
Pollution 
Dataset

Number of features 

Input

Canonical Correlative Analysis Based 
Feature Selection

Choose relevant features to maintain 
urban sustainability

Hyper Basis Feedfoward Neural 
Network Classification

Classify each data into a 
corresponding class

Attain higher performance for Urban 
Sustainability

Fig. 1 Architecture diagram of CCA-HBFNNC model for urban sustainability

improves urban sustainability performance as compared to existing works. The detailed pro-
cesses of the CCA-HBFNNC model are described in the below subsections.

2.1 Canonical Correlative Analysis Based Feature Selection

The pollution of the environment is a result of a multiple factor interaction in the complex
earth atmosphere. As such, there are many pollutants that have to lead to air pollution. In
order to simplify our research, we have to evaluate many vital pollutants, which have a vital
implication to the modernized air pollution. Therefore, The canonical correlative analysis-
based feature selection (CCA-FS) is designed in the CCA-HBFNNC model. The CCA-FS
algorithm improves the feature selection performance with a minimal amount of time in order
to efficiently maintain urban sustainability. The processes involved in the CCA-FS algorithm
is depicted in Fig. 2.

Figure 2 shows the processes of the CCA-FS algorithm. As shown in the figure, Canonical
correlation analysis initially is employed in CCA-FS algorithm to identify the associations
between two features ‘ f1’ and ‘ f2’ in given big air pollution air dataset. Let consider two
features. ‘ f1’ and ‘ f2’, and there are correlations among the information, then Canonical
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Big U.S Air 
Pollution Dataset

Number of 
features

Determine correlation between 
two features

If correlation 

value ‘ ’ is 1

Feature is selected as 
relevant

Yes

No

Achieve enhanced feature selection for 
urban sustainability 

Feature is irrelevant

Fig. 2 Flow processes of CCA-FS algorithm

correlation analysis discovers linear combinations of A and B which have a maximum cor-
relation with each other. Thus, Canonical correlation analysis is mathematically determined
using the Eq. (1) expression,

Corr →
∑

f1 f2 � Cov( f1, f2) (1)

From the above Eq. (1), the covariance matrix is determined by considering information
from of features ‘ f1’ and ‘ f2’. In C the CA-FS algorithm, the covariance between input
features. ‘ f1’ and ‘ f2’ is measured using below mathematical formula in Eq. (2),

Cov( f1, f2) �
∑

( f1 − f1)( f2 − f2)

n
(2)

From the above mathematical expression (2), ‘ f1’ represents the values of the data in
features ‘ f1’ and ‘ f2’ denotes the values of data in features ‘ f2’. Here, ‘ f̄1’ indicates the
mean of the features ‘ f1’ and ‘ f̄2’ refers to the features ‘ f2’ and ‘n’ represents a total number
of the features in a given big dataset. By using the above Eqs. (1) and (2), the CCA-FS
algorithm evaluates the relationship between the two air features. From that, the CCA-FS
algorithm selects the features with a higher correlation value as significant to enhance the
performance of urban sustainability.
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The algorithmic processes of CCA-FS algorithm are explained in below,

Algorithm 1 illustrates the detailed processes of Canonical Correlative Analysis Based
Feature Selection. By using the above algorithmic process, CCA-FS algorithm efficiently
choose the features that are more significant for increasing urban sustainability with a lower
amount of time consumption. Hence, the CCA-FS algorithm attains enhanced feature selec-
tion performance for effective urban environmental sustainability as contrasted to the present
works. Resultantly, the CCA-FS algorithm assures an effective performance-based on feature
assortment time and accuracy to the sophisticated works.

2.2 Hyper Basis Feedforward Neural Network Classification

In the CCA-HBFNNC model, the hyper basis feedforward neural network classification
(HBFNNC) algorithm is a special type of feedforward neural network using the Gaussian
activation function. The HBFNNC algorithm takes several data with selected features from
a big dataset as input. The HBFNNC algorithm contains input, hidden and output layers
in order to classify each collected air data into as higher pollution or lower pollution with
higher accuracy for urban environmental sustainability. The process involved in the HBFNNC
algorithm is presented in Fig. 3.

Figure 3 shows the flow processes of the HBFNNC algorithm to get a better urban sustain-
ability level through classifying big air data. As presented in the above figure, the HBFNNC
algorithm at first gets several data with chosen features as input. After taking input, the
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environment

Achieve higher urban 
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Fig. 3 HBFNNC algorithm process for maintaining urban sustainability

HBFNNC algorithm classifies each data as higher pollution or lower pollution level by consid-
ering selected features. According to the classification result of big air data, finally, HBFNNC
algorithm reduces pollutions levels in the urban environment. From that, the HBFNNC algo-
rithm obtains increased urban sustainability whenever contrasted with the prevailing works.
A structure diagram of the HBFNNC algorithm is presented in Fig. 4.

As presented in the above structural diagram shows HBFNNC includes of three layers
that are interconnected. The first layer includes input neurons which acquire the number
of air data with chosen features as input. Those neurons send each input air data on to the
second layer called a hidden layer. The hidden layer in HBFNNC analyzes the input big air
data using the activation function and returns the classification result to the third layer called
the output layer. Every interconnection in HBFNNC contains a strength called weight. The
weight is indicated by a number. The HBFNNC learns input big air data adjusting the weights
of each neuron to get higher classification accuracy for maintaining urban sustainability with
minimal time.

The HBFNNC algorithm utilized the Gaussian activation function that significantly deter-
mines the relationship between the input big air data. In the HBFNNC algorithm, the output
of the Gaussian activation function is lies between the ‘0’ or ‘1’. From that, Gaussian acti-
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Linear weights
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Fig. 4 Structure diagram of HBFNNC

vation function ‘GAF’ output in the hidden layer is mathematically obtained using below
formula,

GAF(di ) � 1√
2πσ

e
−(di −m)2

2v2 (3)

From the above mathematical Eq. (3), ‘di ’ denotes input big air data. Here, ‘m’ and ‘v’
represent the mean and variance value of air data. The output of the Gaussian activation
function ‘1’ denotes that there is a higher pollution level whereas ‘0’ indicates that the lower
pollution level. For each, the trained input big air data, then HBFNNC algorithm measures
error rate ‘e(t)’ using below,

e(t) � T Oi − AOi (4)

From the above mathematical Eq. (4), the HBFNNC algorithm determines the error rate
for each classification result. Here, ‘T Oi ’ denotes a target output whereas. ‘Ai ’ is an actual
output. Subsequently, the HBFNNC algorithm updates the weights on the network based
on the calculated error rate. The processes of the HBFNNC algorithm is continual until the
error value is very minimum to accurately classify input big air data and thereby effectively
controlling air pollution level.

The algorithmic processes of HBFNNC are explained below,
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Algorithm 2 explains the detailed procedure of HBFNNC. By using the above algorithmic
process, HBFNNC precisely classifies each collected air data from the big dataset as a higher
or lower pollution level with a lower amount of time consumption. Thus, the CCA-HBFNNC
model reduces or eliminates the air pollution level of an urban environment to achieve higher
sustainability when compared to contemporary works.
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3 Experimental Settings

In order to estimate the performance of proposed, CCA-HBFNNC model is implemented in
Java Language using a big dataset i.e. U.S Air Pollution Dataset [11]. This dataset contains air
pollution in the U.S. since 2000–2016 with the main pollutants (Sulphur Dioxide, Nitrogen
Dioxide, Ozone and Carbon Monoxide). Apart from the pollutant, this set of data includes the
features e.g. State Code, County Code, Site Num, Address, State, County, City, Date Local,
NO2 Units, NO2 Mean, NO2 1st Max Value, NO2 1st Max Hour, NO2 AQI, O3 Units, O3
Mean, O3 1st Max Value, O3 1st Max Hour, O3 AQI, SO2 Units, SO2 Mean, SO2 1st Max
Value, SO2 1st Max Hour, SO2 AQI, CO Units, CO Mean, CO 1st Max Value, CO 1st Max
Hour, CO AQI. Also, U.S Air Pollution Dataset contains 1,048,576 instances.

For conducting the experimental evaluation, the CCA-HBFNNC model considers a diverse
number of air data in the range of 1000–10,000. The performance of the CCA-HBFNNC
model is measured in terms of sustainability, time complexity and false-positive rate in
consideration of the various number of atmospheric data. The experimented findings of the
CCA-HBFNNC model are compared with two existing works namely the Hybrid Model [1]
and the Multiple Criteria Decision Making (MCDM) framework [2].

4 Results

In this part, the contrasting findings of the CCA-HBFNNC framework are evaluated. The
efficiency of the CCA-HBFNNC model is compared with the Hybrid Model [1] and Multiple
Criteria Decision Making (MCDM) framework [2] respectively using the below parameters
with the help of tables and graphical diagrams.

4.1 PerformanceMeasure of Sustainability Level

In the CCA-HBFNNC model, the Sustainability level is measured in terms of classification
accuracy of big air data. As only a correct classification of the air data helps the CCA-
HBFNNC model to control the pollution level of an urban environment. From that, the
Sustainability level ‘SL’ measures the ratio of several air data that are correctly classified for
controlling pollution level to the total number of air data taken for conducting the experimental
process. The Sustainability is computed mathematically using Eq. (5),

SL � n AC

n
∗ 100 (5)

From the above mathematical representation (5), ‘n AC ’ signifies a number of accurately
classified air data for controlling pollution level in which ‘n’ point out a total number of air
data. Sustainability is determined based on its percentage (%).

Sample Calculation:

• Proposed CCA-HBFNNC: The atmospheric data categorically computed is 960, and the
overall number of atmospheric data is 1000. As such, sustainability is attained as shown
below.

SL � 960

1000
∗ 100 � 96%

• Existing Hybrid Model: The atmospheric data categorically computed is 840, and the
overall number of atmospheric data is 1000. As such, sustainability is attained as shown
below.
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Fig. 5 Simulation result of sustainability level versus number of air data

SL � 840

1000
∗ 100 � 84%

• Existing MCDM framework: The number of air data exactly clustered is 890 and the
total number of air data is 1000. Then the sustainability is computed as follows,

SL � 890

1000
∗ 100 � 89%

Figure 5 depicts experimental result analysis of sustainability level based on varied num-
bers of air data falling between 1000 and 10,000 based on the application of three approaches,
namely the proposed CCA-HBFNNC model and existing Hybrid Model [1] and MCDM
framework [2]. As illustrated above, the proposed CCA-HBFNNC model achieves enhanced
sustainability level with the advancing amount of atmospheric data as an input when con-
trasted to the conventional Hybrid Framework [1] including the MCDM framework [2]. This
calls for the application of the Canonical Correlative analysis-based feature selection (CCA-
FS) and Hyper Basis Feedforward Neural Network Classification (HBFNNC) algorithm in
proposed CCA-HBFNNC model that contrasts the contemporary works. By using the above
algorithmic concepts, the proposed CCA-HBFNNC model exactly finds and controls the
air pollutions level on the urban environment by means of classifying air data. From that,
the proposed CCA-HBFNNC model advances the ratio of atmospheric data when classified
properly with the predictable Hybrid Framework [1], including the MCDM framework [2].
Accordingly Table 1 result, the proposed CCA-HBFNNC model improves the sustainability
level of the urban environment by 18% and 10% when compared to the Hybrid Model [1]
and MCDM framework [2] respectively.
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Table 1 Experimental result of sustainability level

Number of air data (n) Sustainability level (%)

CCA-HBFNNC Hybrid model MCDM framework

1000 96 84 89

2000 93 83 88

3000 92 82 86

4000 94 78 84

5000 92 77 83

6000 91 76 82

7000 90 75 80

8000 88 73 78

9000 86 72 77

10,000 85 71 76

4.2 PerformanceMeasure of Time Complexity

In the CCA-HBFNNC model, Time Complexity ‘T C’ determines the amount of time taken to
control pollution level through classifying big air data. The time complexity is mathematically
estimated using below formula shown in Eq. (6),

T C � n ∗ t(C S) (6)

From the above mathematical expression (6), ‘t(C S)’ symbolizes a time utilized to classify
a single air data, and ‘n’ refers to the overall amount of atmospheric data designed for
experimentation. The time complexity for maintaining urban sustainability is evaluated in
milliseconds (ms).

Example Scheming for Time Complexity:

• Proposed CCA-HBFNNC: the amount of time employed to classify single air data is
0.024 ms, and the overall number of atmospheric data is 1000. As such, the duration
complexity is mathematically calculated as follows,

T C � 1000 ∗ 0.024 � 24 ms

• Existing Hybrid Model: the amount of time taken to classify single air data is 0.032 ms,
and the overall number of atmospheric data is 1000. As such, the duration complexity is
mathematically evaluated as follows,

T C � 1000 ∗ 0.032 � 32 ms

• Existing MCDM framework: the amount of time used to classify single air data is
0.035 ms, and the overall number of atmospheric data is 1000. As such, the duration
complexity is mathematically determined as follows,

T C � 1000 ∗ 0.035 � 35 ms

Figure 6 shows performance results analysis of time complexity involved during the
process of sustainable urban development according to diverse numbers of air data falling
between 1000 and 10,000 based on the application of three approaches namely the proposed
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Fig. 6 Simulation result of time complexity versus number of air data

CCA-HBFNNC framework and the present Hybrid Framework [1], including the MCDM
Model [2]. According to the Fig. 6 above the proposed CCA-HBFNNC model obtains mini-
mal time complexity for enhancing the modernized sustainability with an enhancing number
of atmospheric data of input upon comparison with the ancient Hybrid Framework [1],
including the MCDM Model. This is due to the application of the Canonical Correlative
analysis based feature selection (CCA-FS) and Hyper Basis Feedforward Neural Network
Classification (HBFNNC) algorithm in proposed CCA-HBFNNC model, which is contrary
to the present works. Based on the support of the above algorithmic process, the proposed
CCA-HBFNNC model minimizes the air pollutions level on the urban environment through
classifying air data with minimal time. Thus, the proposed CCA-HBFNNC model reduces
the amount of time required to control the pollution level whenever contrasted with the
present Hybrid Models [1], including the MCDM framework [2]. As a result in Table 2, the
proposed CCA-HBFNNC model decreases time complexity for maintaining urban sustain-
ability by 19% and 23% when compared to the Hybrid Model [1] and MCDM framework
[2] respectively.

4.3 PerformanceMeasure of False Positive Rate

In the CCA-HBFNNC model, False Positive Rate (FPR) considers the ratio number of the
air data that are incorrectly classified for controlling pollution level to the overall number of
atmospheric data. The false-positive rate is evaluated mathematically using below,

F P R � nI C

n
∗ 100 (7)
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Table 2 Experimental result of time complexity

Number of air data (n) Time complexity (ms)

CCA-HBFNNC Hybrid model MCDM framework

1000 24 32 35

2000 26 34 40

3000 30 39 42

4000 35 40 44

5000 38 45 46

6000 39 51 52

7000 44 54 55

8000 48 57 58

9000 51 60 62

10,000 53 65 67

Based on the mathematics equation shown in (7), nI C ’ shows the number of inaccurately
classified air data for controlling the pollution level in which ‘n’ refers to the overall number
of atmospheric data. The false-positive rate of modernized sustainability is evaluated based
on a percentage (%).

Sample Calculation:

• Proposed CCA-HBFNNC: The Number of atmospheric data defectively categorized is
40, and the overall number of atmospheric data is 1000. Thus, the false-positive rate is
considered as;

FPR � 40

1000
∗ 100 � 4%

• Existing Hybrid Model: The Number of atmospheric data defectively categorized is
160, and the overall number of atmospheric data is 1000. Thus, the false-positive rate is
considered as;

FPR � 160

1000
∗ 100 � 16%

• Existing MCDM framework: The Number of atmospheric data defectively categorized
is 110, and the overall number of atmospheric data is 1000. Thus, the false-positive rate is
considered as;

FPR � 110

1000
∗ 100 � 11%

Figure 7 presents the considerable finding evaluation of the false-positive rate of urban
sustainability along with various numbers of air data in the dimension of 1000 and 10,000
based on three vital frameworks namely the proposed CCA-HBFNNC model and traditional
Hybrid Model [1] and MCDM framework [2]. As depicted in the figure shown above, the
proposed CCA-HBFNNC model attains a lower false-positive rate with an enhancing amount
of air data considered as the input whenever contrasted to the ancient Hybrid Framework
[1], including the MCDM framework [2]. This is because of the application of the Canon-
ical Correlative analysis based feature selection (CCA-FS) and Hyper Basis Feedforward
Neural Network Classification (HBFNNC) algorithm in proposed CCA-HBFNNC model
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Fig. 7 Simulation result of false positive rate versus number of number of air data

contrary to the conventional operations. Based on the algorithmic process shown above, the
proposed CCA-HBFNNC model correctly classifies gathered air data from a big dataset in
order to decreases the air pollutions level on the urban environment. Therefore, the proposed
CCA-HBFNNC model lessens the ratio of atmospheric data, which is mistakenly classified
for controlling pollution level whenever contrasted to the present Hybrid Frameworks [1],
including the MCDM framework [2]. Thus, the proposed CCA-HBFNNC model shown in
Table 3 reduces the false-positive rate for attaining higher urban sustainability by 60% and
48% when compared to the Hybrid Model [1] and MCDM framework [2] respectively.

5 Literature Survey

Spatiotemporal dynamics of nitrogen dioxide pollution was solved in [12] for urban devel-
opment. A novel methodology was presented in [13] for reviewing the sustainability of the
intelligent urban environment based on the application of Smart inability approach.

Support Vector Machine based Evaluation system was presented in [14] for ecological
enhancement of the modernized transportation and environmental aspects. Green infrastruc-
ture was employed in [15] to get better urban air quality.

A novel technique was detailed in [16] to evaluate the association of urban pollution,
urban sustainability, and urban livability. The knowledge-based urban development strategy
was presented in [17] for smart and sustainable city assessment.

A new model was developed in [18] for enhancing the city’s ecological sustainability for
different city clusters and geographical areas in China. An assessment of key applications of
remote sensing in urban sustainability was designed in [19].
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Table 3 Experimental result of false positive rate

Number of air data (n) False positive rate (%)

CCA-HBFNNC Hybrid model MCDM framework

1000 4 16 11

2000 7 17 12

3000 8 18 14

4000 6 22 16

5000 8 23 17

6000 10 24 18

7000 11 25 20

8000 12 27 22

9000 14 28 23

10,000 15 29 24

A Conceptual Multidimensional Model was designed in [20] for evaluating the evalua-
tion of an intelligent sustainable urban environment. In [21], the novel contribution of the
intelligent urban environment tools and techniques to enhance sustainable city improvement
in the ecological domain was analyzed [22, 23].

6 Conclusion

An effective CCA-HBFNNC model is designed with the aim of increasing urban sustainabil-
ity via classifying big air data. The objective of the CCA-HBFNNC model is attained with the
help of Canonical Correlative analysis-based feature selection (CCA-FS) and Hyper Basis
Feedforward Neural Network Classification (HBFNNC) algorithm different from the convec-
tional research works. The planned CCA-HBFNNC frameworks enhance the ratio number
of air data correctly classified in order to significantly maintain the urban sustainability
level by reducing pollution levels when compared to other conventional works. Besides, the
proposed CCA-HBFNNC model decreases the amount of time required to control the pol-
lution level whenever contrasted to the present convectional works. Moreover, the proposed
CCA-HBFNNC model minimizes the ratio of several air data that are wrongly classified
for reducing pollution levels for sustainable urban development whenever contrasted to the
present convectional works. The efficiency of the CCA-HBFNNC model is calculated in
terms of sustainability level, time complexity, including the false-positive rate in consid-
eration of the dissimilar number of air data. The investigational findings illustrate that the
proposed CCA-HBFNNC model provides better urban sustainable development performance
if contrasted to the conventional works.

References

1. Shao Q, Weng S-S, Liou JJH, Lo H-W, Jiang H (2019) Developing a sustainable urban-environmental
quality evaluation system in China based on a hybrid model. Int J Environ Res Public Health 16(8):1–25

2. Wang Q, Dai H-N, Wang H (2017) A smart MCDM framework to evaluate the impact of air pollution on
city sustainability: a case study from China. Sustainability 9(6):1–17

123



Canonical Correlation Analysis Based Hyper Basis…

3. Bibri SE (2019) On the sustainability of smart and smarter cities in the era of big data: an interdisciplinary
and transdisciplinary literature review. J Big Data 6(25):1–64

4. Angelidou M, Psaltoglou A, Komninos N, Kakderi C, Tsarchopoulos P, Panori A (2018) Enhancing
sustainable urban development through smart city applications. J Sci Technol Policy Manag 9(2):146–169

5. Bibri SE (2018) The IoT for smart sustainable cities of the future: an analytical framework for sensor-based
big data applications for environmental sustainability. Sustain Cities Soc Elsevier 38:230–253

6. Bibri SE (2018) Approaches to futures studies: a scholarly and planning approach to strategic smart
sustainable city development. Smart sustainable cities of the future. Springer, Cham, pp 601–660

7. Bibri SE, Krogstie J (2017) The core enabling technologies of big data analytics and context-aware
computing for smart sustainable cities: a review and synthesis. J Big Data Springer 4:38

8. Sun Y, Du Y (2017) Big data and sustainable cities: applications of new and emerging forms of geospatial
data in urban studies. Open Geospatial Data Softw Stand Springer 2(24):1–4

9. Kharrazi A, Qin H, Zhang Y (2016) Urban big data and sustainable development goals: challenges and
opportunities. Sustainability 8:1–6

10. Qiao Y-K, Peng F-L, Sabri S, Rajabifard A (2019) Socio-environmental costs of underground space use
for urban sustainability. Sustain Cities Soc Elsevier 51:101757

11. U.S. Air Pollution Dataset: https://data.world/data-society/us-air-pollution-data
12. Arulmurugan R, Anandakumar H (2018) Early detection of lung cancer using wavelet feature descriptor

and feed forward back propagation neural networks classifier. In: Lecture notes in computational vision
and biomechanics, pp 103–110. https://doi.org/10.1007/978-3-319-71767-8_9

13. Cuia Y, Zhang W, Bao H, Wang C, Cai W, Jian Yu, Streets DG (2019) Spatiotemporal dynamics of
nitrogen dioxide pollution and urban development: satellite observations over China, 2005–2016. Resour
Conserv Recycl Elsevier 142:59–68

14. Girardi P, Temporelli A (2017) Smartainability: a methodology for assessing the sustainability of the
smart city. Energy Procedia Elsevier 111:810–816

15. Arulmurugan R, Anandakumar H (2018) Region-based seed point cell segmentation and detection for
biomedical image analysis. Int J Biomed Eng Technol 27(4):273

16. Lu S, Liu Y (2018) Evaluation system for the sustainable development of urban transportation and
ecological environment based on SVM. J Intell Fuzzy Syst 34(2):831–838

17. Nick Hewitt C, Ashworth K, Rob MacKenzie A (2020) Using green infrastructure to improve urban air
quality (GI4AQ). Ambio Springer 49(1):62–73

18. del Mar Martínez-Bravo M, Martínez-del-Río J, Antolín-Lopez R (2019) Trade-offs among urban sus-
tainability, pollution and livability in European cities. J Clean Prod Elsevier 224:651–660

19. Chang DL, Sabatini-Marques J, da Costa EM, Selig PM, Yigitcanlar T (2018) Knowledge-based, smart
and sustainable cities: a provocation for a conceptual framework. J Open Innov Technol Market Complex
Springer 4(5):1–17

20. Tao Yu, Li F, Crittenden J, Lu Z, Ou W, Song Y (2019) Measuring urban environmental sustainability
performance in China: a multi-scale comparison among different cities, urban clusters, and geographic
regions. Cities Elsevier 94:200–210

21. Kadhim N, Mourshed M, Bray M (2016) Advances in remote sensing applications for urban sustainability.
Euro-Mediterr J Environ Integr Springer 1(7):1–22

22. Al-Nasrawi S, Adams C, El-Zaart A (2015) A conceptual multidimensional model for assessing smart
sustainable cities. JISTEM J Inf Syst Technol Manag 12(3):541–558

23. Jayasudha K, Kabadi MG (2020) Soft tissues deformation and removal simulation modelling for virtual
surgery. Int J Intell Sustain Comput 1(1):83

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123

https://data.world/data-society/us-air-pollution-data
https://doi.org/10.1007/978-3-319-71767-8_9


Computers and Electrical Engineering 0 0 0 (2020) 106784 

Contents lists available at ScienceDirect 

Computers and Electrical Engineering 

journal homepage: www.elsevier.com/locate/compeleceng 

Security and channel noise management in cognitive radio 

networks 

Anandakumar Haldorai a , ∗, Arulmurugan Ramu 

b 

a Department of Computer Science and Engineering, Sri Eshwar College of Engineering, Coimbatore, Tamil Nadu, India 
b Department of Computer Science and Engineering, Presidency University, Bangalore, Karnataka, India 

a r t i c l e i n f o 

Article history: 

Received 28 September 2019 

Revised 25 June 2020 

Accepted 15 July 2020 

Available online xxx 

Keywords: 

Spectrum channel noise 

Dynamic key management 

Secure group key 

Primary cryptosystem 

Pseudorandom noise 

Spectrum management 

Cognitive radio networks 

a b s t r a c t 

The Spectrum Channel Noise is a pseudorandom or random computational process in a 

manner that allows the security competence of the available spectrum management frame- 

works for cognitive radio networks. To mitigate the cognitive spectrum and its security 

issues, we recommend a central primary spectrum organization structure that is dynam- 

ically balanced, and that applies the Primary Key Cryptosystem (PKC). The node identity 

applicable in this PKC is utilized as the framework to produce the primary user identifica- 

tion structure. In that case, the authentication is rooted in the secondary user for necessary 

verification. The dynamic, secure key is provided based on the security aspect of the ini- 

tial framework. Apart from that, the PKC-based McEliece secondary key provides an error 

correction capacity, which can remove the noise during secondary user allocation and en- 

hance the effectiveness of the spectrum management, which collaborate effectively over 

the noise channel management. 

© 2020 Elsevier Ltd. All rights reserved. 

1. Introduction 

A large number of users in the cognitive spectrum poses a significant challenge [1] to the efficiency and security of the 

spectrum communication. The cryptosystem is utilized in spectrum allocation to ensure confidentiality and integrity. Differ- 

ent spectrum management systems are formulated in a manner that ensures the implementation of various cryptosystems. 

For this reason, the necessary management techniques are essential as they enhance the network security in the spectrum 

[2] . Moreover, spectrum security management ensures authentication, authorization, allocation, distribution, secure key gen- 

eration, identification, and rekeying [3] . The critical management frameworks shown in research work are grouped into three 

significant categories: decentralized essential spectrum administration, centralized spectrum key distribution, and manage- 

ment spectrum key frameworks. In the central spectrum processing scheme, a primary spectrum key (PSK) [4] is present, 

applicable in the control of the broad management of the spectrum frameworks. It is entirely responsible and trusted for 

allocation, detection and ensuring the provision of the secondary keys [5] . 

The spectrum key management frameworks give a fundamental measure of system and spectrum efficiency [6] . The 

fundamental weakness is that the over-dependency of the PSK [7] can potentially lead to a single-point attack [8] . In the 

decentralization management segment [9] , the spectrum group can be divided into minor subunits [10] or the multi-clusters 

[11] . Various controllers apply to the management of every node in secondary networks [12] . The attack of a primary group 
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controller may not possibly impact the remaining groups because it potentially reduces the failure to one cluster [13] . The 

random key is provided with the implementation of an encrypted threshold system [14] . The primary users add to the single 

node, which is utilized to compute multiple cores. All the primary users add to their portions, which are applicable in the 

computation of the secondary keys [15] . 

Presently, several Spectrum Rekeying Frameworks (SRF) are accessible [16] to minimize the rekeying utilization through 

the optimization of the dynamic SRF system [17] . The cluster of authentication processing frameworks without the applica- 

tion of the primary spectrum key infrastructure (PSKI) is discussed in [18] . The critical dissemination and verification require 

many repetition segments for each spectrum [19] the critical management takes a long time. The decentralized primary pro- 

cessing system is usually included in the large-scale, hybrid scheme [20] . However, it necessitates PSKI support. These major 

spectrum frameworks applied to wireless sensors are proposed in [21] . Chaotic map-centred key agreement frameworks are 

presented in [22] . 

To sum up, the spectrum management framework is considerably efficient and secure [23] . Apart from that security 

are either through the application of PSKI certificates that boost the level of complication [24] . The decentralized central 

processing systems are considered valid and scalable because of the message transmission in various subcategories that 

require communication. The group key administration frameworks in spectrum management networks have to be minimally 

cooperative and secure. 

This proposed research presents an analysis of the verified spectrum key management system that focused on the sec- 

ondary code-based encryption scheme supported by quasi-cyclic moderate parity-check codes. This spectrum secondary key 

management system is acknowledged with hash key-based certification to establish a group ID in the critical CR network. 

This methodology potentially updates, distributes, and generates the spectrum group key. It considers the privacy of the 

proposed framework, which is analyzed effectively. Moreover, it compares the presented structure to the unresolved critical 

spectrum framework when it comes to storage expenses, messaging costs, robustness, interaction, and costs of computation. 

The McEliece cryptosystem that focused on the secondary-key code-based encryption scheme is discussed in section 2 . 

The PSK framework is given in section 3 ; the spectrum keys that evaluate the performance and security of the schemes are 

detailed in section 4 . Section 5 provides the conclusion of the paper. 

2. Literature survey 

2.1. Spectrum primary code-based encryption scheme development (SpecPCESD) 

Quasi-Cyclic Error Correcting Codes (QCECC) investigated to SpecPCESD [17] . QCECC is shown with many of the best- 

known binary and nonbinary codes for spectrum management. The table rate of a, b linear codes represents the QCECC in 

case there are integers a 0 like those found in cyclic shifts of the code-word by the a 0, the place that gains the code. Next, we 

investigated a deterministic decoding radius that does not characterize the iterative feature decoders used to decode low- 

density parity-check (LDPC) and moderate-density parity-check (MDPC) codes, and their error rate performance is usually 

assessed with intensive Monte Carlo simulations. 

The n, r, w LDPC or MDPC codes represent the linear codes that are composed of the length n and code dimension r 

that secures the parity checking component of the matrix and continuous row significance denoted by w . The SpecPCESD 

McEliece cryptosystems have been recommended with the mandate to mitigate the failure evident in the QCECC-LDPC code 

space. The variation is that the SpecPCESD is considerably more substantial than the QCECC-LDPC. The row weightiness is 

about N( 
√ 

logn) and is also the QCECC that is known as the QCECC-LDPC or the SpecPCESD codes. To attain a more flexible 

code rate, we have to restructure the parity pattern P as P = [P 0 |P 1 |....|P m −1 ] ∈ S 2 r ×, where n = mr for m , and r ∈ Q 

∗ is 

the blocked size of the P i Every node P i includes the row weighted w i so that w = �wim −1,0. In that case, the generator 

segment R is computed using the following Eq. (1) : 

R = 

[ 
I ( m −10xr 

(
P −1 
m −1 P 0 

)T (
P −1 
m −1 P 1 

)T (
P −1 
m −1 P m −2 

)T ] 
(1) 

The (n, r, w)-SpecPCESD is provided using the construction measure given below: 

Step 1: Select the length of the code n and the size of the block r. Produce the vector Pi ∈ S 2 n with the length denoted 

by r together with the weight w/m in the random measure. Thereby, m = n / r represents the block column. 

Step 2: Produce the QCECC sub-node ∈ S 2 n such that the initial row is explained by the P i vector. The remaining r − 1 P i 
rows provided from − 1 QCECC h shifts and check matrix P = [P 0 |P 1 | � |P m − 1 ]. 

2.2. McEliece key constructed on SpecPCESD 

The McEliece key on the SpecPCESD code includes spectrum allocation, detection, and the management key encryption 

algorithm. 

• Spectrum key generation produces a parity checking, node correction, checksum, and CRC methods to detect errors in 

spectrum node P i ∈ S 2 n of a t -error-rectifying (n,r,w)- SpecPCESD. 

• Provide the primary node G ∈ S ( n −r ) xn 
2 

in a sequence of rows, diminished level forms using Eq. (1) . The unrestricted 

fundamental is G. However, and the private keys are denoted by P. 
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Fig. 1. Structure of spectrum key management scheme for Cognitive Radio System 

• The encryption algorithm randomly chooses an error code e ∈ S n 2 of Hamming weight ( e ) ≤ t. Here, t = n/w is the en- 

crypted error measures; e denotes the weight. 

• Measure encrypted ciphertext value C = Z G + e , where by Z is the plaintext. 

• The decryption algorithm measures Z G by utilizing the deciphering algorithm. Down the plain text Z from the initial n - 

r columns of Z G . 

3. The spectrum significant organization structure 

The PSK and lacking PSKI are fundamentally necessitated in spectrum management. Moreover, it is adequate to assure 

more endurability to the primary user issue. It includes the request of McEliece’s key management, spectrum allocation, 

detection, and PSK selection algorithm shown in Fig. 1 . 

As indicated in Fig. 1 , the spectrum management construction primary user allocation includes the initial setup, exit 

phase, and node joining, including the PSK election section. The initialization framework incorporates the verification design 

in McEliece’s primary and secondary fundamental spectrum generation framework. 
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3.1. McEliece spectrum key secondary management 

The lightweight code of the SpecPCESD and PSK is critical to be utilized in the spectrum primary network for criti- 

cal security management. Therefore, we have proposed the SpecPCESD code-based secondary-key generation that embeds 

identity in secondary-key verification in the spectrum node that can be authenticated by the computation process of the 

secondary-key. These details include the following: 

Generation of the primary and secondary keys for spectrum management using PSK produce, as shown below: 

The PSK randomly chooses p kdc0 , p kdc1 , ………….p kdcm 

with the weight calculated as w/m. Here, w denotes the weight 

of the (n,r,w) SpecPCESD code and m denotes the quantity of node. The PSK hypotheses a checked background P kdc = 

[P kdc0 P kdc1 �P kdcm 

] by using Eq. (1) . The PSK inserts the generator matrices G kdc based on Eq. (2) and makes it secondary 

with no effect on generality, in this work. 

We set m = 2 and w = 

√ 

n log 
n 

3 
(2) 

3.2. Generation of primary and secondary keys for spectrum management 

The group and the approval of both the primary and secondary keys for interplanetary protuberances are as below: 

In every node i, the PSK randomly selects the S i with a weight component of W 3 

√ 

W 

2 and makes an active secondary 

node. Node i produces the QCECC sub-node S i . Node i unsystematically selects P i,2 and P i,3 whereby in Eq. (3) 

wt ( P i,2 ) denotes ≤ 3 

√ 

W 

2 
and wt ( P i,3 ) = w / 2 (3) 

To generate QCECC nodes P i,2 and P i,3. As the broad-spectrum secondary node is m = 2, the weight of every secondary 

node must be minimal compared to w/2. 

The matrix P i,1, is produced by unstable P i,1 regularly. By using Eq. (4) : 

P i , 1 = [ P i , 1 . . . P i , 1r ; and P i , 12 · · · P i , 11 so on ] (4) 

Node i calculates its checked matrix P i by Eq. (5) . The private key is P i, while P i,2 and P i, are keeping secrets: 

P = [ P i , 3 | P i , 2 P i , 1 Q i ] (5) 

Node i computes a witness value R i = P i, 2 −1P i, 3, and makes it secondary as the initial row ri. Afterward, node i retrieves 

its secondary key G i as Eq. (6) : 

G i = 

[ 
I 

∣∣∣(( P i , 2 P i , 1 Q i ) 
−1 P i , 3 

)T ] = 

[ 
I 
∣∣(Q 

−1 
i 

P −1 
i , 2 

P i , 3 
) T 

] 
(6) 

The PSK and other relevant nodes verify and compute the secondary nodes of secondary keys in Eq. (7) and stores them: 

G i = 

[ 
I 
∣∣(Q 

−1 
i 

P −1 
i , 1 

R i 
) T 

] 
(7) 

Whenever the PSK and other nodes require exchanging the private keys with node i, they must secure the secret with 

the Gi. The process of the primary and secondary key group for the spectrum management node is described in Algorithm 1 . 

Algorithm 1 Group of primary and secondary keys for the spectrum nodes. 

Spectrum measures: n, r, w, m, t, P i,2 , P i,3, IS i ; signal frequency: G i, P i , r i f y 
/ ∗ Produce the secondary and primary variable keys that stand for node i ∗/ 
/ ∗ n is the length of the code, r represents the size of the block, w represents the code weight, m represents the block, t represents the hamming 

weight of the error vectors e, si, P i,2 , P i,3 are random nodes, and IDi is used to identify node i ∗/ 
/ ∗ R i is the fitness value, G i is the second key of node i, and P i is the security node’s key i 

∗/ 
1. Primary node P node i ← 1 to S (Secondary node) 

2. PSK: arbitrarily indicates an si for node i and transmits it; 

3. S i : generates P i ,2 ← p i ,2 and P i ,3 ← h i ,3 ; 

4. S i : generates vector PID i ← ID i , measures P i ,1 ← PID i 
5. S i : generates P i,1 ← [P i,1 …P i,1r ;P i,12 ���P i,11 ] 

6. S i : measures P i ← [P i ,3 | P i ,2 P i ,1 S i ] and G i ← [ I | ( S −1 
i 

P −1 
i , 2 

P i , 3 ) 
T 
] 

7. S i : measures R i ← P i,2 −1P i.3 and select the first-row r i; 
8. end P node 
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Algorithm 2 Primary user secure key management. 

/ ∗ Provides the acknowledgeable secondary key, while the secure key indicates the nodes and spectrum holes, and generates the initial secondary 

keys ∗/ 
/ ∗ n represents the length of the nodes, r denotes the size of the block, w represents the weight of the code, m is the number of the spectrum 

block or holes, whereas t indicates the weight of error vector e, si, P i,2, P i,3, are measured as random vectors, and ID i is the current identity of 

node i ∗/ 
/ ∗ R i shows the figure, G i represents the secondary node key i, and P i is the isolated importance of node i ∗/ 

1. Primary node P node i ← 1 to S (Secondary node) 

2. PSK: primary users (n, r, w, m,t); 

3. S i ← 1 to N 

4. PSK: computes Deekey ← hash (a1, a2); PKI 

5. PSK: send Deekey P k i to node i; 

6. end P node 

Algorithm 3 Node join and release method. 

/ ∗ Provides the acknowledgeable secondary key, while the secure key indicates the nodes and spectrum holes, and generates the initial secondary 

keys ∗/ 
/ ∗ n represents the length of the nodes, r denotes the size of the block, w represents the weight of the code, m is the number of the spectrum 

block or holes, whereas t indicates the weight of error vector e, si, P i,2, P i,3 are random possible primary or secondary nodes, and ID i is the 

significant identity of node i 
∗/ 

/ ∗ R i shows the spectator figure, G i represents the secondary node key i, and P i is the isolated importance of node i ∗/ 
1. Primary node P node i ← 1 to S (Secondary node) 

2. S i ← 1 to N 

3. P i : sends a request to PSK; 

4. PSK: arbitrarily selects a track si for node i and distributes it; 

5. S i : generate P i,2 ← P i,2 and P i,3 ← h i,3 ; 

6. S i : measures R i ← P i,2 −1 P i,3 the first-row r i ; 

7. PSK: measures Deekey ← hash P( α1, α2); 

8. PSK: measures Deekey Pki ; 

9. PSK: send pki to node i; 

10. end P node 

3.3. Fundamentals of primary user secure key management 

Several recommended key organization schemes begin to operate. In the first phase, the SpecPCESD code parameters, 

such as n, r, w, m, and t must be designed. Afterwards, the secondary key of the PSK and the spectrum management node 

must be computed. Finally, the group key is produced and distributed. The procedural measure is proved by Algorithm 2 . 

Once the primary group key is received, every primary user decrypts it before obtaining the Deekey secondary. 

3.4. PSK node join and release method 

Whenever the novel node i indicates the network, it should launch the request to PSK. Following the PSK, rekeying is 

facilitated, including the other users to acknowledge it. Whenever the node is leaving, it must transfer the request to the 

PSK. Afterwards, rekeying operations are stimulated. 

The process is described in Algorithm 3 . 

The chance of rekeying is typically interrupted. Whenever channel nodes leave or to join, the rekeying measure is stim- 

ulated, and the timer is returned. 

4. Spectrum management-based security analysis 

The proposed McEliece spectrum generation scheme ensures confidentiality in the unrestricted segment. Forward and 

backward collusion and secrecy attacks might be evaluated with the primary user segment. This section includes the com- 

parison of various crypto key organization schemes considered in terms of spectrum management, allocation, communica- 

tion, and computation. The various methods include Fake attacks [8] , Information Tampering [16] , the system recommended 

in [19] can donate the Service Repudiation, and is recommended in [24] and represents the reply attacks. Moreover, we have 

simulated the recommended secondary key provision system over the noisy spectrum channel to enable the comparisons of 

the parameters provided in the next section. 

4.1. Specific security threats in spectrum management 

In the spectrum management system, the detailed PSKI system configuration is described in [17] , PSK maintains all the 

logical keys, whereas every user sustains keys off the leaf node into the root nodes situated at the spectrum management 

trees. In that case, the storage expense of PSK includes (2P – 1). Each user needs to store (log 2 P + 1) key. The encrypting cost 
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Table 1 

Spectrum cost comparison for various spectrum key organization systems 

Techniques PSK Nodes Action 

Proposed scheme (P + 3)K (P + 3)K Secure Spectrum Management 

Fake Attacks (2P − 1)K (log2 P + 1)K Launch an attack against the network 

Information Tampering (2P − 1)K (log2 P + 1)K Unacceptable for legitimate users and network policies 

Service Repudiation (2P − 1)K 2K Repudiation for the communication service 

Replay Attack (2P − 1)K 4K Effective information 

Table 2 

Spectrum allocation cost for node key management system 

Techniques Initialization Primary User Secondary User 

PSK Nodes PSK Nodes PSK Nodes 

Proposed scheme P + 2 P + 2 P + 3 2 P - 

Fake Attacks 2P − 1 P + 2 4 log2 P log2 P + 1 2 log2 P log2 P 

Information Tampering - P + 1 2(P − 2) 2(P − 2) 3P − log2 P − 4 3P − log2 P − 4 

Service Repudiation P + 3 P + 3 P + 2 P + 3 P + 2 - 

Replay Attack 3P P + 1 - 3 - - 

of the primary users in the Fake attacks system is (2P − 1), whereas the second element is (log2 P + 1). In the Information 

Tampering system, every node must encrypt a key share and pairwise key. In that case, the spectrum cost proved to be 

2k. The Service Repudiation framework is an entirely distributed key management aspect. The initiator is capable of being 

present and eliminates all the key materials following the initialization of networks. Henceforth, the remainder node requires 

the primary and secondary-key categories, witness values, and pairwise keys. The cost of primary storage is thus given 

as Pk. In this paper, to verify the remainder nodes and choose a novel PSK, a secondary of the nodes should be capable 

of storing secondary and primary key groups, the generation spectrum key, and (P −1) other network nodes’ unrestricted 

spectrum keys. In that case, the spectrum management expenses of the recommended framework are (P + 3). The evaluation 

is indicated in Table 1 . 

As indicated in Table 1 , the spectrum management cost of the recommended framework is higher than that of the decen- 

tralized key organization frameworks. Nonetheless, the characteristic of the decentralized key organization determines that 

the cost of storage is higher than that of the decentralized fundamental framework. The cost storage of the recommended 

system is minimal compared to the ancient centralized key organization systems like Service Repudiation and Information 

Tampering. Moreover, it diminishes the cost of storage of the PSK by more than half of the initial one. 

4.2. Spectrum management computation cost 

In the spectrum management system initialization, the PSK must figure out the 2P – 1 element for the terminal and 

logistical nodes. The PSK requires 3 log2 P encryption procedures and log2 P Hash operation whenever a user links up. The 

user requires log2 P + 1 decryption procedures. Whenever a user exits, the PSK requires encoding 2 log2 P keys purposed 

for rekeying, whereas whiling users require log2 P decryption operation. In the Fake Attacks system, the novel user must 

do 2(P − 2) segmental exponentiation and the joining event. Whenever the users are exiting, the non-leaving users must 

update the secondary keys of the leaf nodes into the root nodes. The last modular exponential in this aspect is 3P–log2 

P −4. In the Information Tampering system, the computation expense of the entire users in initialization includes P + 3. The 

initiators require only P + 2 activities to produce generation keys before encrypting it. 

Whenever the users are parting, only the initiators are the critical element in the new generation before transferring 

them to the group computation expense P + 2. In the Service Repudiation system, the initiators require 3P processes in 

initialization. Every user requires a P + 1 operation meant to configure a witness value to acknowledge other keys for the 

secondary user s. In the individual user-joining aspect, the computational expense of the spectrum key node is 3, and there 

is no necessity to reflect on the existing user s. 

In this proposed method, PSK and every user in the spectrum must compute the corroborated values of both the primary 

and secondary segments, including the secondary keys of users in the initialization. The cost of computation is P + 2. 

Whenever the novel user links up, PSK requires encryption to the remaining generational keys with each user’s secondary 

key, which must be transferred. PSK and the remaining users must configure the new secondary keys before verifying them. 

In that case, the computation expense of the PSK includes P + 3. The computation expense of every user is denoted as 

2. Whenever the users are exiting, PSK must produce the unique generational key. Therefore, the novel group, with every 

secondary key of the user, is required to send them. The comparison is shown in Table 2 . 

The overall computation process improved compared with other processes. The system computation cost transforms from 

1 to 10 0 0. For aggravation, the cost of computation changed into logarithms from base 2; the details are shown in Fig. 2 . 

From Fig. 2 , we can witness that the overall computation expense of the recommended framework is minimal compared 

to the existing techniques, the establishment of the second key aspect of verification and generation. However, spectrum 
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Fig. 2. A Comparison of the total spectrum computation cost 

Table 3 

Comparison of the communication rate for various spectrum key management methods 

Scheme Initialization Primary user Secondary user 

Proposed scheme O(3P) O(P) O(P) 

Fake Attacks O(1P) O(3log2 P) O(2log2 P) 

Information Tampering O(2P) O(log2 P) O(log2 P) 

Service Repudiation O(P2 + l ) O(3P + l ) O( l ) 

Replay Attack O(3P) O(3t) - 

management considers the minimal computation expense, which does not provide the secondary key for the various users 

or its verification. 

4.3. Spectrum management message cost 

In the spectrum management system, during initialization, PSK must transfer P keys to their respective terminal nodes. 

Whenever the users link up with the unique keys, they must be transferred to the users based on the application of the 

(2log2 P) primary transmission and (log2 P) secondary transmission. So, its spectrum management message cost is (3log2 

P). In the event, there are (2log2 P) keys to be computed. In that case, the text cost is (2log2 P). The comparison values are 

given in Table 3 . 

In this paper, every spectrum primary and secondary key measures and transfers the group element in the initialization. 

Every user can publish the witness value to enhance verification. In that case, the overall message expense is shown to be 

(3P). In the user linking event, PSK transfers the random vector to the novel users who publish the witness value. In the 

aftermath of verification, PSK transfers a unique group key to every user. The message expense is denoted by P. Whenever 

the users are exiting, PSK requires a different group of every user in the spectrum. In that case, the message expense is (P). 

The comparison of the spectrum management communication cost is indicated in Table 3 . 

The different user schemes are shown in Fig. 3 . 

The finding indicated in Fig. 3 denotes that the recommended system is more compared to the traditional centralized 

system, but minimal compared to the decentralized system. The main issue is that the recommended framework considers 
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Fig. 3. The comparison of the total spectrum management message cost 

many texts to verify the secondary key. The secure spectrum key distribution is allowed by the new cryptosystem. In that 

case, the recommended system attains greater security and robustness by giving out the message cost. 

4.4. Spectrum handover correction method 

The secondary key is characteristically scrambled to ensure confidentiality during the procedure of dissemination. In 

this investigation, we encoded the secondary key through the application of the McEilece cryptosystem centred on the 

SpecPCESD code. We have replicated the error rectification competency of the commended secondary key spreading system 

all around the noisy spectrum channel, whereby the secondary key is encrypted by the McEliece cryptosystem SpecPCESD. 

SHA-3 is utilized to map the P. P i , 1, and provided using the formula in Eq. (3) . The corresponding parameters, like Pi, 2, Pi, 

3, and si, are applicable in the recommended scheme and produced at random. 

The Hamming weight of generated SpecPCESD, and the key code is 40 characters. Moreover, the contrast bit error (BER) 

of the recommended system that encrypted the secondary key through the application of AES. 

The BER has presented as a framework that diminishes to zero whenever the single-noise rate surpasses five. At this 

point, the BER is the AES proving that the recommended framework can rectify all the failures in the achieved keys when- 

ever the SNR is higher than or equal to 5, whereas the spectrum key administration possibly gets the error key. Moreover, 

the error rectification capability advances with the advancement of the code length. Therefore, the recommended system 

can resist the channel noise meant to advance the effectiveness of the key dissemination critically. The proposed framework 

gives higher robustness and security, with minimal computation rounds and costs. As a central key administration frame- 

work, the scheme’s storage is minimal compared to the spectrum management key administration framework to lead over 

the remaining spectrum secondary management frameworks in cognitive radio network handovers. 

5. Conclusions 

The spectrum management framework applies the McEliece cryptosystem in the cognitive radio networks to reduce the 

noise in spectrum channels. The PSK provides every CR users primary and secondary keys based on the application of the 

McEliece private key cryptosystems. The proposed PKC protected with the private key guarantees the reliability and privacy 

of the system. The uniqueness of the spectrum nodes provided in the secondary user is applicable in partial parameters of 

the secondary keys for spectrum authentication. The hash functions are applied to ensure the security of the secondary-key 

administration. The selected mechanism is formulated to allow the robustness of the recommended spectrum security and 

channel noise management that is improved radically. It is possible to overcome the critical flaws when the primary key 
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management scheme is not present during the PSK attack. The pseudorandom noises of the channels are produced to im- 

prove user security. The comparison of the recommended framework with the others indicates that our proposed approach 

is considered with more robustness, security, minimal storage, and communication cycle. Therefore, the recommended spec- 

trum key management system is sufficient in the cognitive radio network for effective encryption, efficiency, and reliability 

during handover procedures. 
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A B S T R A C T   

The conventional bypass diodes used in solar photo-voltaic panel have side-effects of forward 
voltage drop, reduction in efficiency and a few operational problems under partial shading 
condition. In this work, this bypass diode is replaced by an electromagnetic relay through an 
efficient alternative approach that consumes less power and offers higher efficiency under partial 
shading condition of solar module. This approach removes the problems like hotspot formation of 
the solar cell, open circuit fault under shading condition. A part of this work has been reported 
and published as an Indian patent. In this extended research work, the different components are 
designed for the partial shading condition. The hardware setup is developed, and hardware re
sults are compared and validated with the simulated results. The proposed electromagnetic 
method, with no semiconductor device, works efficiently and effectively under partial shading 
(low irradiance) scenarios.   

1. Introduction 

In the present era of renewable energy sources, the solar energy has emerged as one of the most eco-friendly source of usable 
energy. It is extensively used across the globe since solar cells generate different outputs depending on various environmental factors. 
The solar modules’ performance is reduced to an appreciable extent by the shading effects and hence an urgent need arises for more 
efficient and reliable solution. Low irradiance and shading conditions are manageable by facilitating the load current through an 
alternate path and this can be done by using bypass diode. The resistance of the cell under shadow becomes high and this is why the 
bypass diode requires. The load current determines the amount of power dissipated by the bypass diode. The efficiency of the solar 
panel is significantly reduced by the bypass diode. That is why it is essential to sensibly arrange the number of bypass diodes in a PV 
(Photo-Voltaic) module. It is highly significant to reduce the losses in the PV panel having bypass diode. 

As the temperature rises, the condition of thermal runaway triggers which further increases the temperature. This results in more 
power dissipation and current expansion. Thermal runaway behaves like a positive feedback that becomes uncontrolled since the 
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temperature keeps rising and current keeps expanding. As a result, it may ultimately damage the diode. 
By getting the motivation from above-mentioned problems, it is important to focus on the safety of the working region of the bypass 

diode. This gives rise to the need for a creative solution that can help in increasing the efficiency of the PV module. The objective is to 
reduce the temperature effects to minimize the chances of thermal runaway and make the module energy efficient by consuming less 
amount of power. The main objectives of the proposed research are:- 

To reduce the power losses across the bypass device, when the panel is under shading condition 
To reduce the forward voltage drop when bypass operation is performed. 
To eliminate the chances of open circuit fault of bypass diode. 
To reduce the problems associated with temperature variation. 
The primary focus of this paper is to propose an efficient alternative approach as a potential replacement of the bypass diode used 

with the strings of solar cells to efficiently resolve the nagging problems associated with it. The proposed method is compared with the 
available methods using different circuits and components which are dedicated to the partial shading conditions in solar panel. Diodes 
are also plagued by the problems, generally associated with the semiconductors [1]. The issues like thermal runaway, open circuit 
fault, forward voltage drop are mainly responsible for inducing problems in the solar panel [2]. The open-circuit fault creates a serious 
problem of hotspots in the solar cells [3]. 

The proposed technique works to remove these problems occurred in semiconductors. In the proposed technique, the total power 
consumption is 150 mW and is also free from forward voltage drop. It may be possible to reduce the power consumption further if 
suitable relays of low wattages are employed. 

The research work is outlined as follows: introduction of the paper in Section 1, issues in existing semiconductor based bypass 
technology in Section 2, details of the proposed method in Section 3, setup of the experiment in Section 4, different modes of operation 
of panel in Section 5, comparison of experimental results in Section 6, mathematical model for simulation in Section 7, results and 
discussion in Section 8 and finally Section 9 concludes the paper. 

Fig. 1. Characteristicsof IN4007 Diode [4].  

Fig. 2. Traditional connection of PV array with bypass diodes.  
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2. Issues in existing semiconductor based bypass technology 

The semiconductor-based bypass technologies applied in photovoltaic panel pose a number of problems during operation under 
partial shading conditions. Some of the issues are detailed below, 

2.1. Power losses 

As per the data sheets offered by the manufacturer, the forward voltage drop (Vf) of the bypass diode is 0.6 V for silicon. The 
forward power drop is calculated as Pf = Vf × If where If represents the load current that depends on the load resistance. If the solar 
panel rated at 20V-40 W is considered, then it is capable of supplying a load current of 2 A. According to these ratings, the power drop 
in the bypass diode at Vf = 1 V is Pf1 × 2 = 2 W, calculated using Fig. 1(b) [4]. According to Fig. 1(a), the diode forward current 
decreases rapidly at a temperature more than 75 ◦C. 

The connection of the bypass diode is shown in Fig. 2. Here, two series strings of solar cells are connected. The first string is called 
panel 1 and the second string is called panel 2 in which the cells ‘A, B, C, D, E, F, G, H’ are inter-connected. The bypass diode is 
connected between the positive of cell A and the negative of cell H. Normally, one bypass diode is connected across 16 cells in series 
due to cost-effectiveness. Whenever one of the cells is under the shading condition, the bypass diode offers an alternate path for the 
current and bypasses the inoperative string. In this way, the cells are protected from hotspot formation [5]. 

2.2. Thermal runaway condition 

The increment in the operating temperature of the diode offers a high forward current. This will again increase the temperature of 
the diode due to cumulative property and finally the forward current increases beyond the critical limit of the diode [6]. In this way, 
the diode gets damaged due to high unsafe temperature [7]. In the proposed approach, the relay is investigated as the solution to this 
problem. It works independently of temperature effect, unlike in the case of the diode [8–10]. The relay requires only a limited 
magnetization current to operate and offers a low resistance path for the current. However, the maximum operating temperature for 
the relay is 90 ◦C. The diode IN4007 can be damaged if the stress exceeds the absolute maximum ratings. It is recommended by the 
manufacturer to avoid stress beyond a certain level to protect the diode. If the operating conditions are not met, the diode may be 
unable to operate properly. If stress keeps exceeding the recommended level, the reliability of the diode will be significantly lost. The 
absolute maximum ratings correspond only to stress ratings. 

2.3. Open circuit fault 

Under partial shading condition, the open-circuited bypass diode offers infinite resistance to the current of the solar cells [11–15]. 
This will not reduce the output power suddenly but can be dangerous because in this case, the diode is not able to protect the solar cell 
from the high reverse voltage across them [16]. In this way, a hotspot will form and ultimately results in a burnt back sheet [17–19]. 

Fig. 3. Configuration of proposed circuit.  
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3. Details of the proposed method 

The proposed arrangement of the circuit under consideration is shown in Fig. 3. The cells A, B, C, D, E, F, G and H are connected in 
series configuration, the ends of the series strings are connected to the direct contact of the relay. The negative terminal of cell ‘H’ is 
connected to the point ‘10′ of the relay which is normally open point of the relay. The positive terminal of cell ‘A′ is connected with a 
common terminal ‘5, 6′ of the relay. This common point is connected with point ‘1′ which is normally closed. The coil of the relay is 
connected across the cell ‘B′. The coil terminals ‘2, 9′ can be connected parallel to any series cell of the string and do not affect the 
normal operation of the solar panel. Different relays offering a wide range of voltages and are easily available. So, this methodology 
can be applied on any voltage and current rating of the solar panel with a suitable relay of specific ratings. In the proposed method, the 
connections of single pole double throw relay with the solar panel have been suggested. The requirement of relay will be changed with 

Fig. 4. Block diagram of the experimental setup.  
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the rating of the panel. When the maximum current rating of the panel increases, the relay is also needed to be changed to withstand 
the increased load current under partial shading condition. There are many low power relays available that can control high operating 
current. 

4. Setup of experiment 

The block diagram of the experimental setup is shown in Fig. 4. For the testing purpose, the diode/relay is connected across only 
one panel that will be affected by the low irradiance. The irradiance level is dropped from 1000 W/m2 to 50 W/m2 to create the partial 
shading on the panel. The series-parallel configuration of solar panel with bypass diode is shown in Fig. 4(a) and the arrangement of 
solar panel with the relay is shown in Fig. 4(b). A digital storage oscilloscope (DSO) is used for the measurement purpose. The blocking 
diodes are used for both the conditions to protect the solar panels for reverse current. IN4007 diodes are used in the experiment. All the 
four panels of the experimental setup are of equal rating. 

Fig. 5 shows the experimental setup under multiple halogen lights. Four solar panels are connected in the series-parallel config
uration as per the Fig. 4. A low power relay of 960 ohms is also chosen to be used in the experimental setup [21]. In the testing setup of 
Fig. 5, the panels 1, 2, 3 and 4 are connected in series-parallel. A single pole double throw (SPDT) (1 form C) relay [21] is used for load 
current bypass. A rheostat is used as a load. The positive terminal of panel 1 is connected with the common contact of the relay and the 
negative terminal of panel 1 is connected to the normally open (NO) contact of the relay (refer Fig. 6(a)). When one of the cells of the 
panel 1 (say, A in Fig. 6a) is under shading condition, the resistance of the cell becomes greater than the coil resistance and the relay 
will actuate. In this mode, the relay terminal will change from normally closed (NC) to NO, the relay offers an alternate path to the 
current and panel 1 will be bypassed successfully. For current measurement purpose, the standard resistance of 1 ohm is connected as 
the load resistor and the voltage is measured using the DSO across it. By the Ohm’s law, the voltage drop across this resistor is equal to 
the value of flowing current. 

5. Different modes of operation of panel 1 

In order to explain the complete operation of the circuit, three modes are considered which depend upon the shading scenario. 

5.1. Approach 1 (When cell A of panel 1 is shaded) 

If the panel consists of two solar cells A and B, then assume a condition when cell “A” of panel ‘1′ is under the shading condition. The 
second cell is shorted by the relay coil and offers a closed path for the current which is generated by another series panel 2. In this 
condition, the relay will actuate and set to NO from NC as mentioned earlier. This will offer an alternate path for the current as shown 
in Fig. 6(a). In this way, the relay consumes 150 mW from cell 2. The red dotted line represents the flow of load current while the blue 
dotted line shows the coil excitation current. In the case of bypass diode, these strings are not contributing anything, as shown in Fig. 6 
(b). This is another advantage that the proposed approach registers over the previous technique of bypass diode. 

5.2. APPROACH 2 (When cell B is shaded) 
In this case, cell ‘B’ of panel 1 is under shading condition.  The coil current will flow as shown in Fig. 7. So the relay will be switched 

from NC to NO and offers an alternate path for the load current. In this case, the relay also consumes 150 mW. 

Fig. 5. Laboratory Experimental setup.  
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5.3. Approach 3 (When cell A and B are shaded) 

This is the third condition when the complete module 1 is under shading condition. In this mode, the coil of the relay will not be 
energized because none of the cells of the panel will provide the power to the coil of the relay. So to overcome this problem, an 
additional diode is connected in parallel with the solar module which is shown in Fig. 8 [20]. The diode will be turned on only when the 
complete module will be under the low irradiance. The test results of different operating modes of the proposed approach and their 
performance comparisons are shown in TABLE 1. Technical specifications of the components used are given in TABLE 4. Investigation 
on complete shading condition is not in the scope of this work and may be a potential scope in future. When the affected solar panel is 
under full irradiation again, the diode will shut down automatically. 

Fig. 6. (a). When cell A of panel 1 is under shaded condition [22] 
FIGURE 6 (b). Configuration with diode. 
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6. Experimental results 

The experimental results with the bypass diode configuration are shown in Fig. 9 In the partial shading condition, the voltage is 
settled at 19.99 Volt and the current is settled at 0.62 Amp. The associated power is 12.39 W for this configuration. The results with the 
relay are shown in Fig. 10. Here, the voltage is settled at 19.99 Volt and the current is settled at 0.64 Amp, with associated power at 
12.79 W. The auto-trigger mode is used for this purpose. The irradiance level is allowed to fall from 1000 w/m2 to 50 w/m2 for testing 
purpose. 

7. Mathematical model for simulation 

The mathematical model is designed in MATLAB/SIMULINK for the verification purpose and is shown in Fig. 11. A 2 × 2 array sized 

Fig. 7. When cell B is only under shaded condition.  

Fig. 8. when cells A, B of panel 1 are under shaded condition.  

Table 1 
Summary of device rating.  

MODE Operation Operating 
Device 

Load 
Current 

Required 
voltage for relay 

Required current 
for Relay (mA) 

Diode forward 
Current If (Amp) 

Diode forward 
voltage Vf (Volt) 

Power 
(mW) 

1 When Cell ‘A’ is 
shaded 

Relay 0.779 
Amp 

12 Volt 12.5   150* 

2 When Cell ‘B’ is 
shaded     

150 

3 When Cell ‘A,B,C 
and D’ are shaded 

Diode   0.779 0.91 708 [4]  

A.K. Gupta et al.                                                                                                                                                                                                       



Computers and Electrical Engineering xxx (xxxx) xxx

8

series-parallel configuration of the solar panel is considered for this purpose. The simulation model is designed for both the relay and 
the diode. The SP1 solar panel is shaded in this configuration and the performance has been compared for both the cases. To evaluate 
the performance of the solar panel with relay or bypass diode, the scope function has been used. The voltage, current, and power are 
measured for both the cases and compared. 

The simulation results for the comparison of models with bypass diode and relay configuration are shown in Fig. 12. The operation 
with the diode is shown in the Fig. 12(a), the value of voltage is 20 Volts (yellow line) and the value of power is 12.38 W (shown by 
channel 2) and the corresponding current after partial shading is 0.619 Amp (shown by channel 1). The operation with relay is shown 
in Fig. 12(b) and in this case, the voltage is 20Volts (yellow line), the power is 12.80 W (shown by channel 2) and the corresponding 
current is 0.641 Amp (shown by channel 1). 

8. Results and discussion 

The results of different operating modes are shown in TABLE 1. In approach 1, the relay does not consume the power from the 
source. The coil is actuated from the cell, which is neglected in the case of the bypass diode. The power used by the coil is provided by 
those cells which are neglected in the case of the diode (approach 1) as shown in the Fig. 6(b). This means that the forward voltage drop 
by the relay is due to the contact resistance of 100 milliohm. In the second case, the relay actuates with the energy consumption of only 
150 mW and is independent of load, whereas the diode loss depends upon the load current. In the third approach, when the panel is 
under complete shading condition, then only the diode will operate. 

When one of the panels is under irradiance of 50 W/m2, then from Table 3, the total available power is 12.94 W. In this case, the 

Fig. 9. Current, voltage and power profile during shading condition with bypass diode.  

Fig. 10. Current, voltage and power profile during shading condition with relay.  

A.K. Gupta et al.                                                                                                                                                                                                       



Computers and Electrical Engineering xxx (xxxx) xxx

9

Fig. 11. Simulation model for comparison of the operation of panels with bypass diode and relay.  

Fig. 12. Comparison of Bypass diode and relay configuration.  
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operation with the diode provides 4.25% less power, whereas with the relay, it provides 1.15% lesser power from the available power. 
According to TABLE 2, the power consumption of relay can be calculated as total available power minus power in case of the relay 
which comes as 12.94–12.79 = 150 mW. The total power consumed by the relay is therefore, 150 mW that is equal to the same given in 
the datasheet of relay [21]. In case of the diode, the forward voltage drop as per the datasheet for IN4007 diode is 887 mV for 0.62 A 
current. 

The comparison chart of the proposed design with other components is shown in TABLE 5. The relay specimen that is used in the 
experiment is Omron G5V-1-T90. If the value of load current is high, other models of the relay like ALQ112 for 10 A, may be used. The 
advantage of the relay is that it withdraws only current actually required by its coil to get energized. So, the power consumption is fixed 
and independent of load current. The SM 74,611 having the power consumption of 208 mW that depends on its forward current [23]. 
In LX2400, the power consumption is 450 mW and increases with the forward current. The SPV1001 offers 420 mW power con
sumption and it again increases with the forward current. 

The other electrical parameters are also compared, shown in TABLE 5. The relay logic is free from the thermal runaway condition, 
the open circuit fault and the forward voltage drop. The relay offers the lowest resistance when energized. So, due to the low resistance 
of this metallic contacts of the relay, the forward loss in the relay is very low. The operating time of the relay is 5 ms which is quite 
appropriate for this operation. This is the only semiconductor free method for bypassing the current. 

Table 2 
Summary of operating modes and performance comparison.  

S.No Rating of one 
Panel 

Irradiance Panel 
Current 

Panel 
voltage 

Panel 
Power 

Panel Performance with different components under partial 
shading 

Without any bypass device 
1. 10Volt, 6 

Watt 
(Standard) 

Same on  every 
cell (1000 W/ 
m2) 

1Amp 20Volt 20 Watt 

2. Under shading 
condition 

0.647 
Amp 

19.99 
Volt 

12.94 
Watt 

Parameter Current 
(A) 

Voltage 
(V) 

Power 
(W) 

Power 
Losses 
(mW) 

Diode 0.62 19.99 12.39 550     
Relay 0.64 19.99 12.79 150  

Table 3 
Results of partial shading on one panel from 1000 W/m2 to 50 W/m2 of operation with diode and relay.  

Conditions When irradiance is 1000 W/m2 (without shading) When irradiance is 50 W/m2 on one panel 
Voltage (V) Current (A) Power (W) Voltage (V) Current (A) Power(W) 

Power (without any device) 20 1 20 19.99 0.647 12.94 
With Bypass diode (H. results) 20 1 20 19.99 0.62 12.39 

(Sim. results) 20 1 20 20 0.619 12.38 
With Relay (H. results) 20 1 20 19.99 0.64 12.79 

(Sim. results) 20 1 20 20 0.64 12.80  

Table 4 
Technical details of devices use.  

S.No Device Max OPERATING Temp. Relay Voltage Relay Current (mA) Resistance (ohms) Power (mW) 

1. Diode(In4007) 75 ◦C    950 (for 1 amp current) 
2. Relay 90 ◦C 12 12.5 960 150  

Table 5 
Comparison of proposed design with other components.  

S. 
No 

Device Free From Thermal 
Runaway 
Condition 

Possibility of 
Open circuit fault 

Additional gate 
circuitry required 

Forward voltage 
drop (mv) 

Power consumption 
current (mW) 

Power losses 
depends on 
forward current 

1. relay logic YES NO NO NO 150 NO 
2. SM74611 [23] NO YES YES 26 208 YES 
3. Microsemi 

LX2400 [24] 
NO YES YES 45 450 YES 

4. STM SPV1001  
[25] 

YES not provide in 
data sheet 

YES yes (Actual data not 
provide in data 
sheet) 

420 YES  

A.K. Gupta et al.                                                                                                                                                                                                       
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Conclusion 

The bypass technique for the solar PV panel using electromagnetic relay is tested successfully. The experiments are performed on 
PV panel setup with conventional bypass diode as well as with the proposed relay. The results of the performance are compared at 
variable irradiance conditions. Further, the results have been validated through the developed model on Matlab/Simulink. The 
proposed method works successfully and consumes only 150 mW power losses under partial shading condition which is very low in 
comparison with the bypass diode, that consumes 550 mW at 0.62 A under the same shading condition. The proposed method is judged 
as a better alternative, replacing the conventional methods in terms of the absence of thermal runaway condition, a lesser requirement 
of control circuitry, elimination of open circuit fault, and reduction of forward loss. The other advantages of the proposed circuit are 
observed as its independence on temperature, offering semiconductor-free alternate path for current, absence of jumble circuitry, 
offering plug and play option, ability to operate without any external signal or any other device for controlling purpose. The power 
consumption of the proposed relay is independent of load current and it uses the unutilized power of the cell itself that is neglected in 
case of bypass diode. Further, it needs no external power supply, no effect on the normal operation of the solar panel and responds 
rapidly under low irradiance condition. 
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Abstract
Smart cities or Smart societies require Internet of Things (IoT), for connecting numerous 
devices to enormous asset pools in cloud computing. This coordination of embedded tools 
plus cloud servers conveys the extensive applicability of IoT in Smart Cities. However, 
authentication and data protection, play a major job in secure coordination of these two 
technologies. Considering this, in 2017, Chang et al.s system introduced famous verifica-
tion system dependent on an elliptic curve cryptography (ECC) for IoT plus cloud servers 
for Smart Cities and guaranteed that it fulfills need of security protocols and is safe to dif-
ferent sorts of assaults. Nevertheless, in this paper, we demonstrate that Chang et.al. system 
is defenseless to a privileged insider intrusion, server impersonation intrusion, known ses-
sion-specific information intrusion and offline password guessing intrusion. In addition, it 
does not accomplish device anonymity and mutual authentication. Considering this weak-
ness of existing system, we propose an authentication system dependent on ECC for IoT 
and cloud servers in Smart Cities. The suggested system accomplishes mutual authentica-
tion and supports fundamental safety necessities. The informal security examination, per-
formance analysis and contrast of the suggested system with existing systems prove that the 
suggested method is powerful, effective and stout as a counter to manifold security threats 
faced by Smart Cities. The formal confirmation of the suggested procedure is performed by 
AVISPA tools, which affirms its safety strength within the sight of a conceivable invader.
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1  Introduction

For Internet of Things protocols that enable Smart Cities, Elliptic-curve cryptography 
(ECC) based authentication is one of the productive public key cryptographies, as it offers 
a comparable security level with a conservative key size [1–4]. It is highly reliable and 
gives a valuable trade-off between security and effectiveness compared to other authentica-
tions. It can build up improved key agreement and provide security with lower computa-
tional complexity. Therefore, it is often used for the cloud computing environments that 
enable Smart infrastructures such as smart streetlights, smart homes and smart healthcare.

Existing studies for ECC-based authentication for smart cities have been great in execu-
tion and offer sensible security in the cloud computing field [5]. However, their security 
level is not sufficient for smart cities as their execution does stand on expectation of design 
of current small capacity IoT devices [5]. This turns into the inspiration for a proposed 
superior lightweight system dependent on public key infrastructure (PKI) with ECC for 
securing cloud computing networks for smart cities.

In view of this fact, several authentication plans [6–11] relying upon ECC have been 
proposed previously. One such lightweight famous verification system for smart devices 
was proposed by Kalra et al. [12]. However, the system suffered from two weaknesses in 
shared authentication and session key. Afterward, Chang et al. [13] improved system pro-
posed by Kalra et  al. by offering an enhanced secure authentication system for IoT and 
cloud servers dependent on ECC. Despite Chang proofs demonstrating that their system 
accomplished shared authentication and gave fundamental security necessities by secu-
rity examination, we discovered six shortcomings in it: a failure of shared authentication, 
intrusion on client anonymity, privileged insider intrusion, secure impersonation intrusion, 
known session-specific provisional data intrusion and offline password predicting intru-
sion. This deficiency is demonstrated and broke down in detail in Sect. 3.

This paper improved Chang et  al.s. system and removed existing weakness in [6–11] 
and propose a novel an efficient privacy-preserving ID-based protocol for smart cities. The 
proposed protocol removed vulnerabilities of the Chang et.al. system. We demonstrate 
that the proposed system is protected against the elliptic curve discrete logarithm problem 
(ECDLP) and the elliptic curve DiffieHellman problem (ECDHP). It also resists several 
security intrusions and furthermore fulfills the security attributes required for advanced 
protocols design (i.e., known-key security, incomplete advancing confidentiality, key-com-
promise impersonation robustness, obscure key-share robustness, and key control robust-
ness).By scheming the appliance of hashed combined individuality in the authentication 
procedure, we can construct a comprehensive system with user concealment. User conceal-
ment [12] means that a distant users actual individuality will be disguised in course of the 
login, making it difficult for outsiders to trace him/her. The proposed protocol is approved 
via programmed validation of web security contracts and applications (AVISPA) [14–17] 
formal validation tool to demonstrate its protection from different dynamic and passive 
intrusions. It also proves the correctness of mutual authentication. In addition, an opti-
mized secured form of the proposed protocol is proposed to upgrade the protocols compu-
tation cost over the previous study. Security and performance analysis are performed on the 
proposed system. The result demonstrate the efficacy of the proposed system vis- -vis com-
petitive systems and conclude that the proposed system is more robust, efficient, and secure 
with respect to various known intrusions. Ultimately, the offered system has reduction in 
computational overheads vis-a-vis other ECC-based systems, making it more appropriate 
for application on IoT cloud-based application for Smart cities.
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The current paper is ordered as follow. Section 2 gives the literature review. The crypto 
analysis of Chin-Chen Chang system utilized in the proposed system is given in Sect. 3. 
The proposed ESL-secure ID-based the system is introduced in Sect. 4. In Sect. 5 the pro-
posed protocol crypto analysis is led by utilizing AVISPA tool and ProVerif tool, and infor-
mal security investigation. We give performance and proficiency assessment in Sect. 6. In 
Sect. 7, we record the inferences and future works.

2 � Related Work

The Dhillon et  al. [18] proposed a verification scheme for therapeutic experts to access 
data from IoT-cloud network-based medicinal services applications. However, this scheme 
lacked user anonymity and did not provide a robust identity check. Amin et al. [2] asserted 
that the previously proposed schemes (e.g., [19]) were powerless against different security 
attacks (e.g., insider attacks, offline password-guessing attacks, and impersonation attacks) 
and, furthermore, devised a novel scheme to improve the existing schemes. Subsequently, 
Feng et  al. [20] introduced an authentication scheme that was impenetrable for replay-
attacks. This scheme utilized the improved challenge-response technique. Nikooghadam 
et al. [21] performed the cryptanalysis of the scheme proposed by Kumari et al.[22] and 
guaranteed that Kumari et al. ’s scheme was vulnerable to password guessing attack and 
hence did not guarantee client anonymity. To avoid the discovered security shortcomings 
and improve the existing security, Nikooghadam et al. [21] proposed a scheme to ensure 
client anonymity. Subsequently, Aikuhlani et  al. [23] proposed a safe, computationally 
lightweight authentication scheme. This scheme resisted known attacks and supported both 
session-key agreement and mutual verification. However, they failed to clarify whether 
this lightweight scheme was applicable to a heterogeneous IoT environment such as smart 
cities.

Kalra et  al. [12] proposed a confirmation and key agreement system for the IoT and 
the Cloud data center dependent on ”Elliptic Curve Cryptography”. The behavior of ECC 
make Kalras et.al. plan both effective and protected. In their system, a client and a data 
center would first be able to validate one another and then arrange one transient session 
key to utilizing. Notwithstanding, Chang et  al. discovered two shortcomings in Kalras 
et.al. plan: a disappointment of shared authentication and mistiness of the session key. 
To evacuate that drawbacks, Chang et.al. proposed notes on Secure confirmation plot for 
IoT and cloud data centers. Their plan improved mutual authentication and gives a session 
key understanding. A lightweight attribute-based encryption system utilizing ECC for IoT 
based smart civic infrastructure was suggested by Yao et al. [6].

At the same time, an authentication plan dependent on ECC for RFID frameworks for 
IoT based smart home automation systems was created by Moosavi et  al. [7]. A review 
of RFID confirmation conventions for IoT in wearable technologies on ECC was finished 
by He et al. [24], where they analyzed the overheads of both the tag and the server side. 
Kalra et.al. [25] had completed a definite overview of ECC based protocols. ECC like-
wise ended up being the effective decision as compared to other open key cryptographic 
methods for accomplishing shared authentication amongst smart devices and servers in cit-
ies and organizations. ECC centered verification procedures appropriate for smart devices 
used in homes recommended by Wu et al. [26], Tian et al. [27], Abichar et al. [28] had dif-
ferent drawbacks. The procedure offered by Wu et al. used client verification by the server. 
This was hazardous as an aggressor could imitate a server to get data from the client. Then 
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again, the protocol offered by Tian et al. and Abichar et al. gave shared authentication uti-
lizing certificates. Certification systems cause an increment in cost as the server and cli-
ents needed to complete extra calculations to confirm each other’s individuality. This made 
them inappropriate for deployment in smart cities. ECC based authentication procedures 
for smart devices in homes, healthcare and infrastructure have likewise been proposed by 
Yang et al. [29], Islam et al. [30] and Debiao et al. [8], Ray et al. [31], Granjal et al. [32], 
Jiang et al. [33]. These suggested procedures dependent on various types of ECC, utilizing 
ideas extending from timestamps to certificate-based shared authentication.

3 � Crypto Analysis of Changs Authentication System

We analyzed various existing scheme from 2015 to till now. In our examination we found 
that Changs et.al. provided the security analysis of one of the famous Karla et.al. authen-
tication scheme and provided imperoved version of security. However, in our analysis we 
found that Changs et.al. fail to address significance aspect of security. Thus, in this seg-
ment, we demonstrate the security flaws of Changs et.al. system that make it unsuitable for 
deployment in smart cities (See Figs. 1 and 2). The brief reviews of Changs et.al. authen-
tication system can be found in [13]. We highlight that the system has certain security 
glitches and that an intruder can post different types of invasions on Changs et.al. system. 
For the suitability of explanation, the

vocabulary, and symbolizations used in the paper are briefed in Table 1 as mentioned: 

1.	 In Changs et.al. authentication system, the embedded devices cannot successfully com-
pute Ai , ensuing in a failure of shared authentication.

	   Since device computes Ai = H
(
Ti ⊕ H

(
Pi

)
⊕ CK

�) . However, to compute Ai need 
CK not Ck

′ . In addition, it’s impossible to extract Ck from CK
′ due to difficulties of 

ECDLP [34]. Thus, deduction V �

i
= ?Vi becomes false.

2.	 Attack on user anonymity: The device-specific identity is a confidential parameter, it 
helps an intruder to trace the devices login logs and current position so preserving it is 
one of the important aspects of distant operator authentication problem. In Chang et.al. 

Fig. 1   Authentication requests in Smart Cities
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Table 1   Notations guide Notations Description

IDi Embedded device Id
EXPTIME Expiration time of the cookie
R Random number
P1, P2, P′

2
, P3, P4, P′ Challenges

X Server privatekey
|| Concatenation
H() One-way has function
⊕ XOR operation
P Password
CK Session cookies
G Generator function

Fig. 2   Chin-Chen Chang ECC-based SignUp and login system [13]
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system, during authentication user identity ui and other security parameters 
(
P1, P2, IDi

)
 

are openly directed over the public network deprived of any kind of encryption. There-
fore, anyone is able to identify the specific demand came from which user minus putting 
much exertion. Therefore, this system fail to prevent the intrusion on operator secrecy 
and fails to preserve the operators anonymity.

3.	 Privileged insider intrusion: As Identity-based cryptosystems (IBC) have weakness of 
suffering from insider intrusion as the trusted server knows the device-specific authori-
zations. Even the channel is secure, an insider from the server’s side can effortlessly 
acquire session cookie CK and password Pi . Now using this private information, every 
insider can mimic himself as the genuine device IDi by altering the variables of some 
parameters as specified in Impersonation Attack. Thus, this system fail to prevent insider 
intrusions.

4.	 Server impersonation intrusion : If an intrusioner can steal this record stored in a data-
base by some means, the record is useful for launching Impersonation Attack. When-
ever device IDi send challenge < IDi, P1, P2 > to TS through an open channel, the 
intrusioner intercepts the server and blocks its communication. Now, the intrusioner 
chooses a randomly n2 ∈ Zp and computes challenges P��

3
= n2 × G and P��

4
= n2 × CK� 

and sends it < P
′

3
, P

′

4
, Ti > back to the device IDi . On receiving device IDi computes 

Ai = H
(
Ti ⊕ H

(
Pi

)
⊕ CK

�) and P�

4
= P

��

3
× Ai and verifies P�

4
? = P

��

4
 . The result come 

true, thus device falsely insure that it connected to legal. In this way, the intrusioner suc-
cessfully impersonates the server and compute session key S= H

(
IDi ∥ N1 × N2 × G

)
 .

5.	 Known session specific temporary information intrusion: If session connected data 
inadvertently discloses then discloser would not anyhow lead to negotiation and disturb 
the confidentiality of the session key [28, 29]. In Chang et.al. system, the session key is 
computed as S= H

(
IDi ∥ N1 × N2 × G

)
 where IDi , P1, P2, P3and P4 sent over the open 

channel so easily intercepted. As secrecy of the session key depends purely upon the 
N1 or N2 which ensures the hardness of the session key [28]. Thus, partial exposure to 
N1∕N2 of the session key to any outsider turn into disclose of the session key. Hence, 
this system fail to prevent known session specific temporary information intrusions.

6.	 Offline password predicting intrusion: Assuming an intrusioner obtained the 
cookie data CK′ and P3, P4, Ti by intercepting and blacking the communication of 
the embedded device. Now intrusioner guess Pj , apply Hash H( Pj ) and computes 
Ai = H

(
Ti ⊕ H

(
Pi

)
⊕ CK

�) and P�

4
= P

��

3
× Ai and verifies P�

4
? = P

��

4
 . This step of com-

puting and verifying repeat until correct Pj is found. Therefore, this system fail to prevent 
offline guessing intrusions.

	   To solve this limitation of Changs et.al. system, we proposed an effectual securing 
novel ID based authentication system for IoT and cloud server for deployment in smart 
cities and smart infrastructure projects. Details defined in the next section.

4 � Proposed ECC‑Based System

This section puts forward the new and improved operator authentication system for IoT 
cloud and server. The suggested system based on Changs et.al. system; therefore, it chal-
lenges and removes all the formerly stated security problems and susceptibilities of their 
system. As Changs et.al. system, the proposed system also involves two phases (i.e., reg-
istration stage and password authentication stage) which include session key distribution 
stage. Figures  3 and 4 show the schematic of our offered system for the IoT cloud and 
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server in smart cities and smart infrastructure projects. For convenience of description, the 
vocabulary and symbolizations used in the paper are concisely given in Table 2 as shown:

4.1 � Registration

In the beginning, to make the user legal, a device EDi must register itself to the third trusted 
party through a secure channel. The particulars of registration of stage are as follow: 

Table 2   Notations guide Notations Description

Pswi Secret password of the embedded device
Pke Public key of the embedded device
Pks Public key of the server
Ii Hashed embedded device ID
CIDi Server generated embedded device ID
CK Session cookie
Eki,Dki (i.e., Secure channel) Communication encryption key/Decryp-

tion key for registration channel
Openchannel Public channel during authentication 

and session key phase
s Server private key
h SHA 256 Hash function
Xi,Yi,Xj,Xj,Yj C Challenges
xi1,xj1 Ephemeral secretes
Et Expiration time of the cookie
A,T Equations
SK Session key
. Multiplication
G Elliptical curve generator function

Fig. 3   The proposed ECC-based Signup system
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1.	 Step 1: Initially, the device EDi records an authenticated individuality IDi with trusted 
server TS; and for this, the device chooses a password Pswi for computing hashed iden-
tity Ii = H

(
IDi||Pswi

)
 .

2.	 Step 2. Then EDi sends the registration request Ii > to TS over a protected trusted channel
3.	 Step 3. Then TS checks whether IDi has been recorded or not. If IDi has not been 

recorded, TS choose a random number R and calculates CIDi =h(R| | Ii | | s ) ⊕ s, 
CID

�

i
= CIDi.G , CK = h

(
R||s||Et||CID

)
 , CK

�

= CKxG , A=R ⊕ h(R||Ii||s ) , T=R ⊕ 
h(R||Ii||s ) ⊕Ii ⊕ CK

′ , t� = T ⊕ CIDi ⊕ s , a
�

= A ⊕ CIDi ⊕ s and e
�

t
= Et ⊕ CIDi ⊕ s. 

Then, TS store parameters t′ , a
′

, e
′

t
 in the server database, set working bit Wbit−i = 0 and 

send CIDi , CK
′ to EDi through a secure trusted channel.

Whenever the devices EDi communicate with TS, the working bit Wbit is set to one for the 
corresponding connected communication; otherwise and after the termination of commu-
nication, it is set to zero. Both embedded devices and server encrypts the table using there 
personal secret key and generator function G, which is depicted in Fig. 4.

4.2 � Authentication Phase

To initiate communication with TS in the network. Each participant or particular user 
devices to be authenticated with TS (See Fig. 4). Therefore, the authentication of the regis-
tered devices with TS proceeds as follows:

Fig. 4   The proposed ECC-based login system
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•	 Step 1: EDi → TS : < CIDi, Xi, Yi > . The legitimately registered devices EDi , 
choose an ephemeral secrete randomly xi1 ∈ Zp from dictionary D= < xi1, ..., xin > , 
then computes challenges Xi = xi1xG using ECC point multiplication, hide xi1 inside 
Yi = h

(
xi1xCK

�) and send challeng < CID, Xi, Yi > to TS through a protected channel.
•	 Step 2: TS → EDi : < Xj, Yj, T > . Subsequently getting the challenge TS , calcu-

lates recomputes t
�

= T ⊕ CIDi ⊕ s, A = a
�

⊕ CIDi ⊕ s, Et = e
�

t
⊕ CIDi ⊕ s , h(R| 

| Ii | | s ) = CIDi ⊕ s, R= T⊕ h(R| | Ii | | s ), CK = h
(
R||s||Et||CIDi

)
 and checks 

h
(
xi1xCK

�)
= ?Yi . Unsuccessful deduction from both the sides to session termina-

tion otherwise proceeds to further steps. Now TS choose an ephemeral secret ran-
domly xj1 ∈ Zp from dictionary D= < xj1, ..., xjn > , then compute challenges Xj = xj1xG 
using ECC point multiplication, hide xj1 inside Yj = h

(
xj1.A.G

)
 and send challenges 

< Xj, Yj, T>to EDi through a secure channel.
•	 Step 3: Session Key Computation SK = xi1xXj = xi1xxj1xG = xj1xXi : After receiving 

challenges, EDi recomputes A= T ⊕ Ii ⊕ CK
′ and check XjxA = ?Yj . Unsuccessful 

deduction from both sides leads to session termination, otherwise proceed to further 
steps.

Now users EDi compute the last challenge C = h ( Yi||A ) with the session key SK = xi1xXj 
and send challenges < C > to TS through a secure channel.

After receiving challenges, TS recomputes, and check h ( Yi||A )=? C. Unsuccessful 
deduction from both sides leads to session termination; otherwise proceed to further steps. 
After successful deduction, the TS computes a session key SK = xj1xXi .

5 � Crypto Analysis of the Proposed Protocol

In this segment, we examine the safety of our offered system in smart cities and smart 
infrastructure projects and demonstrate that it can avert the above-mentioned flaws in 
Changs et.al. authentication system. The safety of the offered system is based on the col-
lision-free one-way hash function and two NP hard problems: ECDLP and ECDHP. The 
former argued that when assumed a base point P over an elliptic curve E and a random 
variable b�Zq ∗ , it is computationally infeasible to search an integer result a such that b = 
aP., and the latter defined that when assumed three parameters P, aP, bP�q ∗ , it is compu-
tationally infeasible to calculate abP�q ∗ .

Summarizing the chief security benefits of our suggested system as follows:

5.1 � Informal Security Analysis

This subsection presented how the suggested system is robust against all known crypto-
graphic intrusions in smart cities and smart infrastructure projects and also it represents 
its comparison with existing systems by using safety attributes as pronounced underneath.

Reply intrusion 
Using a reply intrusion, an attacker may imitate a genuine user by re-claiming the mes-

sage < CIDi, Xi, Yi > found from a preceding protocol run and transferred it to the TS. 
After receiving a log-in request, TS computes and verifies Y �

i
= ?Yi and sends back new 

challenges Xj, Yj, T  to EDi . However, after impersonating Xj, Yj, T  to EDi messages, the 
intrusioner unable to compute A= T ⊕ Ii ⊕ CK

′ without knowledge of Ii and C′

k
 . Since C′

k
 

and Ii , is neither directed over any messages over public channel nor can be gotten from 
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the embedded circuit. EDi due to its tamper-proof design. Without knowledge of the secret 
key xi1 and xj1 of the device and server, its unmanageable for the intrusioner to cannot cal-
culate the valid session key Sk = xi1.xj1.G and verify challenge Ci = h

(
Yi||A

)
 . Hence, the 

reply intrusion is infeasible to the proposed system.
Password guessing intrusion
In the recommended system, embedded device password pswi store in the form of a 

password generator (i.e., Pke = pswi.G ) and wrapped in the form of Ii = h
(
IDi||pswi

)
 . 

Consequently, the intrusioner cannot guess the password pswi without knowledge of Ii and 
Pke . Since Ii of EDi is not transmitted over any messages on public channel nor can be 
gotten from the embedded device EDi due to its tamper-proof design (i.e., nor is stored in 
the EDi and TS). Therefore, the recommended system prevented the password guessing 
intrusion.

Impersonation intrusion 
Supposing that an attacker attempts to imitate embedded devices EDi and the server 

TS through replaying with the previous intercept message. However, it is impossible to 
impersonate embedded devices EDi and the server TS. Therefore, if intrusioner wants to 
impersonate embedded devices EDi and the server TS anyway, then intrusioners need to 
create a fresh login request. Since its impossible to extract value stored in tamper-proof 
embedded devices. Without knowing the knowledge of CIDi and CK

′ , the intrusioner 
cannot build a effective login request message < CIDi, Xi, Yi > . Also, without knowl-
edge of server secret key s, it is impossible to compute T and A and a create message 
< Xj, Yj, T >, where Xj = xj1.G and Yj = h

(
xj1.A.G

)
. Therefore, the recommended system 

prevents Impersonation intrusions.
Denial of service intrusion
In the recommended system, the server TS closed the login session if the number of 

incorrect enter CID
′

i
 attempts exceeds a limit value. However, the login request will be con-

tinued as soon as the correct CIDi is provided. In login phase, support adversary replace 
message < CIDi, Xi, Yi > with < CID

′

i
, X

′

j
, Y

′

j
> by randomly selecting the elliptical curve 

point x′

i1
 and sent it back to TS, but the TS computes and compares the previous value with 

received Y �

i
= ?Yi . If TS found a difference, TS terminate the procedure with a failure com-

munication to the user. Consequently, the recommended system is infeasible to the denial 
of service intrusion.

Many logged-in users intrusion  Suppose adversary got legally embedded device cre-
dential CID

′

i
, C

′

k
 with secrete identity Ii by some other means. The adversary attempts to 

connect with the server by impersonating EDi . However, in the recommended system, only 
one legal EDi communicate with TS at the identical time out of all who identify the effec-
tive credential. As every time TS set a working bit Wbit−i equal to one for the corresponding 
communication EDi after successful authentication and store it in its database. Every time 
receiver TS will check Wbit−i before establishing a connection with requested EDi . Even 
receiver TS can deny all the requests if Wbit−i representing existing EDi is still communicat-
ing with him.

Server spoofing intrusion 
Here, the antagonist may attempt to conceal as a server TS to recognize the devices 

EDi secrete credential. The EDi secrete credential CIDi is the composition of the hashing 
of some random secrete R, secrete identity Ii , and server secrete s. In addition, CIDi store 
in the TS encrypted database (i.e., Eks = s.G ) in the form of CID

�

i
= CIDi.G . Thus, it is 

impossible for the intrusioner to get EDi secrete credentials CIDi by any means. Therefore, 
the recommended system is infeasible to a server spoofing intrusion.
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Perfect forward secrecy 
Even if the private key of both the EDi and the server compromised by some other 

means, the confidentiality of previously established session keys should not be affected, 
suppose adversary by somehow discovers EDi s password Pswi and TSs secret key s; thus it 
figure out other components from the message. However, adversary cannot derive the ses-
sion key SK = xi1.Xj = xi1.xj1.G = xj1.Xi . To compute it, adversary needs to find out xi1 and 
xj1 from Xi and Xj which seem computationally infeasible due difficulties of computational 
Diffie-Hellman problem. So if the current session key SK is leaked, but adversary cannot 
figure out all the past session keys, since the session key also depends upon the random 
secretes xi and xj . Hence, the recommended system is infeasible to perfect forward secrecy.

Insider intrusion
In the recommended system, during the registration of the device, EDi send 

Ii = h
(
IDi||pswi

)
 instead of password pswi securely over the secure channel. Thus, the 

advisor of TS can’t obtain the password pswi since it is protected by ED′
i
 s identity and 

collision-resistant one-way hash function h(). Thus, the privileged-insider unable to imper-
sonate the legitimate EDi successfully and hence, the recommended system is infeasible to 
Insider intrusion.

Known session-specific temporary information intrusion
After successful authentication, both the communicating EDi and TS compute session 

key SK = xi1.Xj = xi1.xj1.G = xj1.Xi , which is a combination of ephemeral secrets xi1, xj1 
. Suppose that an adversary got ephemeral secret xi1 by some other means. However, it is 
impossible for the advisor to derive the session key SK with the only knowledge of sin-
gle ephemeral secrets. Therefore, to deriving session key advisor also need to find out xj1 
from Sk past session key which seems computationally infeasible due difficulties solve the 
Computational Diffie-Hellman Problem (CDHP) for pairs which are hard to solve by a pol-
ynomial-time algorithm. Thus, the recommended system is infeasible to a known session-
specific temporary information intrusion or key stroke attacks.

Attack on user anonymity 
Device anonymity means that an intrusioner cannot get the devices masked identity Ii 

from the transmitted messages during the login and authentication phase. Here, identity Ii 
is well protected by s and the random number R with the help of hash function h(). More-
over, s and the random number neither sent through any message nor stored in the EDi 
and TS in plaintext. Hence, the recommended system is infeasible to the user anonymity 
intrusion.

Stolen-verifier intrusion 
If the intrusioner got Smart Card/Smart Device by some other mean, the intrusioner 

could launch a power analysis intrusion to know secret information stored inside. In the rec-
ommended system, during the registration phase, the TS store t′ a

′ande
′

t
 against CIDi . Even 

if the intrusioner somehow steals those records, he cannot perform the malicious activity, 
since intrusioners unable to access challenge ( T , A, Et ) because record is protected with the 
secret key s of TS and CIDi . Moreover, an intrusioner cannot create a valid login request to 
pass the authentication steps without the knowledge of C′

k
 since it is not stored in the servers 

database. In addition, cookie computation C�

k
= Ck.G relies on the correct computation of 

Ck = h
(
R||s||Et||CIDi

)
 . Without the knowledge of the servers secret key s, the intrusioner 

cannot compute a valid cookie Ck . Thus, the intrusioner cannot create a valid login request. 
Therefore, the recommended system can withstand the stolen-verifier intrusion.

Cookie theft intrusion In the recommended system, the session cookie Ck is depos-
ited and sent in the format of C�

k
= h

(
R||s||Et||CIDi

)
.G , an ECC point multiplication in 

the embedded device EDi . Therefore it is very difficult to excerpt Ck from C′

k
 because of 
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difficulties of ECDLP. In addition, C′

k
 send through a secure encrypted channel Ek . Conse-

quently, the intrusioner cannot get the cookie C′

k
 . Thus, the recommended system is infeasi-

ble to cookie stealing intrusions.
Man-in-the-middle intrusion  In the recommended system, the man-in-the-middle 

intrusion is prohibited by shared authentication amongst EDi and TS that we verified using 
AVISPA simulation which we explained in Sect. 5.2 the Consequently, the recommended 
system is infeasible to man-in-the-middle intrusions.

Brute force intrusion  To launch the brute force intrusion, the intrusioner needs to 
excerpt the security parameters Xi, Yi, Xj, Yj and T  from transmitted messages, Even if the 
intrusioner is successful in extracting it, however, intrusioner cannot find the password 
pswi as servers secret key s is unknown to intrusioner and there is not any method of pre-
dicting the arbitrary number xi1 and xj1 . Therefore, the recommended system can repel the 
brute force intrusion.

Finally, we present a examination of diverse security characteristics of certain prevail-
ing systems [updated] with the recommended system, as revealed in Table 3. The existing 
work relevant to each other. Therfore, we consider Kalra et.al. [25] Kumari et.al. [35] and 
Chang et.al. [13] for comparison work. The comparison shows that the recommended sys-
tem satisfies all the above weaknesses in the existing systems.

5.2 � Formal Security Validation Using AVISPA Tool

In this unit, we performed the simulation of the recommended system using the AVISPA 
tool [14]. We performed experiment on oracle virtual box installed on window 10 machine 
provided by Intel Core i5 machine with 3.10 GHz processing speed. Our study simula-
tion shows that the recommended system is protected for replay and man-in-the-middle 
intrusions. AVISPA a push-button tool for the automatic validation of Internet security-
sensitive procedures and tools, which becomes a extensively acknowledged tool for official 

Table 3   Security characteristics comparison

Attacking scenarios Kalra et.al. [25] Kumari et.al. [35] Chang et.al. [13] Recommended

Reply intrusion Available Available Available Available
Password guessing intrusion Not Available Not Available Not Available Available
Impersonation intrusion Not Available Not Available Not Available Available
Denial of service intrusion Not Available Not Available Not Available Available
Many logged-in users intrusion Not Available Available Not Available Available
Server spoofing intrusion Not Available Available Not Available Available
Perfect forward secrecy Not Available Available Not Available Available
Insider intrusion Not Available Not Available Not Available Available
Known session-specific tempo-

rary information intrusion
Not Available Not Available Not Available Available

Attack on user anonymity Not Available Available Not Available Available
Stolen-verifier intrusion Not Available Available Not Available Available
Cookie theft intrusion Not Available Available Available Available
Man-in-the-middle intrusion Available Available Available Available
Brute force intrusion Available Available Available Available
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security verification in current years [14]. The AVISPA protocol coded in one of the power 
languages (i.e., high-level protocol specification language (HLPSL)). This language com-
prises of the role which represents each participating activity. This role presented in every 
scenario is separate from every other role. The role receives primary information from the 
parameter, which communicates with another role through channels. The HLPSL proto-
col is translated to the intermediate format specification using an HLPSL2IF translator. 
The input is given to one in four backs ends (i.e., on-the-fly model-checker (OFMC ), 
tree automata-based on automatic approximations for the analysis of security procedures 
(TA4SP), constraint logic-based intrusion searcher (CL-AtSe)) and SAT-based model-
checker (SATMC)) to produce results.

The numerous rudimentary kinds are used for defining the specifications of a dissimilar 
role. Some of them are; agent: the agent defines the principal name of the intruder by using 
unusual identifier i, public_key: it represents the public key, symmetric_key: it represents 
the key used for encryption, const: it defines constant declared in roles, text: it represents 
nonce which is always renewed and is continuously unique, and it secure communication 
from the intrusioner, function: it represents irreversible one way hash cryptography func-
tion of type hash_func used for modeling, nat: it signifies the natural number in nonmes-
sage context.

The AVISPA tool received input as a designed protocol, analyze it, and generate out-
put exactly by labeling the state whether the procedure is in a benign or insecure state. 
The channel is used for communication which is hypothetically to be measured by the 
DolevYao intrusioner. It means that invader is modeled by using the DolevYao model with 
the possibility that intruder assumes a legitimate role in a procedure run. The session role 
defines all the basic roles.

The role setting is a top-level role which is the commencement point for implementation 
and instantiates session role using diverse rudimentary roles to mimic diverse likely situa-
tions. Lastly, in the objective unit, as per our requirements of the calculated procedure, we 
define all necessary and sufficient goals.

While writing code in AVISPA, we wrote two primary roles: one for the user and one 
for the session. Then we wrote another three roles: one for the session, one for the environ-
ment and one for goal. The last three roles are representing the execution environment of 
the first two roles. The Fig. 4 depicted the specific role performed by the agent. As soon 
as the device 

(
EDi

)
 agent obtains the start signal, the EDi updates its instance from 0 to 1.

This state is preserved by a variable state. Then EDi directs the registration request Ii 
securely to the server through protected channel (Snd). We called it a registration phase. 
The transmission channel <Snd, Rec> that is used for message transmission of the type of 
DolevYao threat model, which is an unsafe channel, and delivers the intrusioner to modify, 
delete the matters of transferred communications. After that, in response EDi receive the 
message ( CIDi , CK

′ ) from the server safely by the assistance of secure Rec channel. In this 
role, the declaration played_by ( EDi ) designates that the mediator named in the variable ( 
EDi ) plays in the role.

During the login phase, EDi sends a message < CIDi, Xi, Yi > to the server via the pub-
lic open channel (See Fig. 5). Then the server responds with message < Xj, Yj, T> to , EDi 
via the public channel. Lastly, EDi replies with the communication C to the server via the 
public open channel. A knowledge declaration situated at the top of every role is used to 
specify the intruder’s initial knowledge. Immediate reaction transition is of the form

X = |Y  , which relates an event X and an action Y. The declaration witness 
EDi, S, alice_bob_xi1, xi1′ generated by EDi , where the random nonce xi1 freshly gener-
ated for the server (S).
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Instead, another announcement request S, ED_i, bob_alice_xj1, xj1′ shows that the EDi 
receipt of the random nonce xj1 produced for EDi by the server. Similarly, we realized the 

Fig. 5   Role specification for embedded device



An Efficient Privacy‑Preserving ID Centric Authentication…

1 3

role of the server during the registration stage. Lastly, we implemented the role for the ses-
sion, goal, and environment of the recommended system (see Fig. 6). All these roles are the 
instant with tangible influences in the role session.

In HLPSL, the invader (i) also participated in the implementation of procedure as a 
existing session, as presented in Fig. 7. We defined two secret goals and two authentication 
goals. For example, the secret goal (secrecy_of_csec1) indicates that IDi and Pswi are kept 
the secret to the device EDi only. The authentication goal: authentication_on alice_bob_ xi1 
means that EDi generates a random nonce xi1 , where xi1 is only known to EDi . When the 
server receives xi1 from supplementary communications from EDi , the server completes a 
sturdy authentication for devices centered on xi1 .

In our implementation, we used the CL-AtSe backend. We analyze and discuss the 
output generated through CL-AtSe backend (See Fig. 8). The section summary stipulates 
whether the procedure is SAFE, UNSAFE, or INCONCLUSIVE. Our output summary 
section shows safe terminology, which designates that the recommended protocol is safe 
against major intrusions. The section details specify that the situation below which the rec-
ommended procedure is safe or what condition has been used for finding an intrusion, or in 
conclusion why the scrutiny was indecisive.

The procedure unit specifies the name of the procedure. The goal unit indicates the key 
objective of the examination. The backend section represents the name of the backend 
used. The statistics section represents the time needed by the backend to execute the proce-
dure. The intrusion trace section specifies if an intrusion is found, the trace of the intrusion 
is printed in a standard Alice-bob format. It represents how the intrusion has been achieved 
in the procedure.

For protocol analysis, we choose widely accepted back ends CL-AtSe for the execution 
tests. The back ends CL-AtSe analyzes whether the legal agents can execute the specific 
system by performing a search of the passive intruder. Then back ends results give intrud-
ers with knowledge of some normal sessions among the legitimate agents. We conclude 
that the recommended protocol is safe from the analysis of simulation result as follow:

Executability keeps an eye on non-trifling HLPSL specifications
Due to some modeling errors, the recommended model cannot once in a while imple-

ment to consummation. It might occur that the AVISPA backend shall fail to discover an 
intrusion if the recommended model cannot reach to a state where that intrusion can occur. 
An excitability test is then extremely fundamental [14]. The recommended system demon-
strates that the procedure portrayal is all around coordinated with the intended objectives, 
as indicated in Fig. 8 for the output of excitability test.

Replay intrusion check
Aimed at the replay assault check, the CL-AtSe backend confirms whether the genuine 

mediators can implement the quantified procedure by playing out an inquiry of an inac-
tive invader. This backend gives the interloper the information of certain usual sessions 
amongst the genuine agents. The test outcomes appeared. Figure 8 validate that our plan is 
secure counter to the replay intrusion.

Active and passive intrusion check
The summary result for CL-AtSe back ends shows that the recommended system is 

SAFE. It means that the recommended system is free form all active and passive intrusions.
DolevYao model check 
Aimed at the DolevYao model check, the CL-AtSe backend additionally confirms the 

existence of any man-in-the-middle intrusion conceivable by an invader. It is obvious from 
the outcomes revealed in Fig. 8 that our system satisfies the design properties furthermore, 
is additionally safe under this backend.
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Fig. 6   Role specification for cloud server
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6 � Evaluation

This section presented how the recommended system is efficient over Chang et  al. system 
using performance analysis, efficiency study and performance study.

Fig. 7   Role specification for the session, goal and environment
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6.1 � Performance Analysis

In this unit, we computed the enactment of the recommended system and compared it 
with Chang et.al. system in order to conclude the merits of the recommended system. We 
defined the following notation utilized to conduct the performance analysis.

•	 Th : the execution period of a hash procedure.
•	 Tecm : the execution period of an ECC point multiplication procedure

6.1.1 � Computation Cost

The standard execution time (computation cost) needed of Th and Tecm are 2.3�s and 22.26 
×102�s respectively [35]. Note that the computational cost of lightweight processes (i.e., 
concatenation, contrast, also XOR ) has been overlooked, because of inexpensive computa-
tion. From Table 4, it is clear that the computational cost of Kalra et al. system, Kumari 

Fig. 8   Analysis result using CL-
AtSe backend

Table 4   Computation cost 
comparison

Systems Overall Cost

Kalra et.al. [12] 7Th + 7Tecm = 15.5981 × 103�s

Kumari et.al. [35] 7Th + 8Tecm = 17.8241 × 103�s

Chang et.al. [13] 8Th + 7Tecm = 15.6004 × 103�s

Recommended 5Th + 6Tecm = 13.3675 × 103�s
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et al. system Changs et al. system, and the recommended system are 7 Th +7 Tecm = 15.5981 
×103�s , 7 Th +8 Tecm = 17.8241 × 103�s , 8 Th +7 Tecm = 15.6004 × 103�s and 5 Th +6 Tecm 
= 13.3675 × 103�s respectively. From the computation cost comparison (See Table 4), we 
conclude that even recommended protocol support forward secrecy and backward secrecy. 
It is efficient in terms of lighter weight computation power than Kalra et al., Kumari et al., 
and Changs et al. protocol (See Table 4).

6.1.2 � Communication Cost

In this subsection, we do an assumption for computing the communication price of recom-
mended system. Table 5 presents the price of components in the recommended protocol 
[30]. Designed for an elliptic curve Ep(a, b) , all parameters (p, a, and b) are assumed as 
160-bits each.

Therefore, an ECC point X, Y =
(
xP, yP

)
∈ Ep(a, b) takes (160+160)=320 bits. For the 

recommended protocol, the communication parameters are Xi, Yi, CIDi, Xj, Yj, Ti and Ci . ((
Xi, Yi, CIDi

)
+
(
Xj, Yj, Ti

)
+ Ci

)
 (800+ 800+ 160)=1760 bits is communication cost 

which are the same as compared to Changs et.al. system mentioned in Table 6.

6.1.3 � Storage Cost

In this subsection, we performed the assumption for computing the storage cost of the rec-
ommended system. Table 5 presents the price of components in the recommended protocol 
[35]. In the Chang et al.s system, the embedded device stores a cookie (i.e., C′

k
 ) consume 

320 bits of data. In contrast, in the recommended system embedded device stores cookie, 
as well as pseudo-identity (i.e., C′

k
, CIDi ), consume 320+160=480 bits of data in its stor-

age mentioned in Table  6. This additional consumption of memory because the recom-
mended system ensures device anonymity while Changs et.al. system does not.

Table 5   Communication cost 
comparison

Components Size in bits

IDi, CIDi 160
(xi1, xj1) 160
(Ck, Ti, Ci) 160
(Xi, Yi, CIDi) (320+320+160) =800
(Xj, Yj, Ti) (320+320+160) =800
(Xi, Yi, CIDi + (Xj, Yj, Ti + Ci) (800+800+160) =1760

Table 6   Communication cost and 
storage cost comparison

Schemes #Messages Communica-
tion cost/bit

Storage cost/bit

Kalra et.al. [12] 3 1760 320
Kumari et.al. [35] 3 1760 480
Chang et.al. [13] 3 1760 320
Recommended 3 1760 480
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6.2 � Efficiency Study

This subsection evaluating the efficiency of recommended system over the existing Changs 
et.al. [13] system (See Table 7) by satisfying following crucial functionality requirements.

6.2.1 � Shared Authentication (P1)

The recommended system provided shared authentication between embedded devices ( 
EDi ) and server (S) using a three-way challenge-response handshake technique. TS vali-
dates EDi by checking Y �

i
= ?Yi and C�

i
= ?Ci while EDi validate S by verifying Y �

j
= ?Yj . 

It’s impossible to compute Y ′

j
 without any knowledge of C′

k
 and Ti . Since both C′

k
 and Ti are 

encrypted using the encryption key Ek during transmission. The Ek is made of personal 
secrete of EDi and public key of server ( Pks ). For the above reasons, the intrusioner cannot 
compute Ci = h

(
Yi||Yj

)
 . Thus, only EDi and S mutually authenticate each other. Conse-

quently, the recommended system accomplishes appropriate shared authentication.

6.2.2 � Friendly Password Selection (P2)

In the recommended system, the client can select easy to recall a password pswi which may 
be low or high intensity. This password is stored in the password generator format (i.e., 
Pke = pswi.G ). It is very difficult to extract the password from a password generator due to 
the difficulty of ECDLP [28]. Even identity Ii contains a hash of concat of device identity 
and password generator, stored in the server. It’s very difficult to extract a password genera-
tor from Ii due to hashing.

6.2.3 � Session Key Agreement (P3)

The recommended system justified the session key contract in the session key computa-
tion subsection, which ensures secure session along with highly confidential data exchange 
between embedded devices ( EDi ) and server (TS).

6.3 � Performance Study

In this unit, we evaluated the enactment of the recommended system with the present 
system. We compare the system in terms of security requirements, cost calculation, and 
functional requirements. After evaluating the existing systems, we found that Klara et al. 
system is susceptible to password estimating intrusion, masquerade intrusion, denial of 
service intrusion, many logged-in users intrusion, server spoofing intrusion, perfect for-
ward secrecy, insider intrusion, known session-specific temporary information intrusion, 

Table 7   Functional requirements 
comparison

Schemes P1 P2 P3

Kalra et.al. [12] n/a n/a n/a
Kumari et.al. [35] Supported n/a Supported
Chang et.al. [13] n/a n/a Supported
Recommended Supported Supported Supported
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intrusion on user anonymity, stolen-verifier intrusion, and cookie theft intrusion. While 
kumari et al. system suffering from password guessing intrusion, impersonation intrusion, 
denial of service intrusion, insider intrusion, and known session-specific temporary infor-
mation intrusion. The Chang et al. system has a security loophole because of unprotected 
toward password guessing intrusion, impersonation intrusion, denial of service intrusion, 
many logged-in users intrusion, server spoofing intrusion, perfect forward secrecy, insider 
intrusion, known session-specific temporary information intrusion, intrusion on user 
secrecy and stolen-verifier intrusion. In contrast, the recommended system removed all 
those security weaknesses of Klara et al., kumari et al. and Chang et al. system and become 
preventive against all mentioned security intrusions.

When we discuss cost calculation, we arrive at the point that Klara et al. system have 
calculation price 15.5981 × 103�s with storage price 320 bit and communication price 
1760 bit. While the kumari et al. system has computation price 17.8241 × 103�s with stor-
age price 480 bit and communication price 1760 bit. The Chang et al. system has compu-
tation cost 15.6004 × 103�s with storage cost 480 bit, and communication cost 1760 bit. 
In contrast to all those mentioned systems, the recommended system has calculation cost 
13.3675 × 103�s with storage cost 480 bit, and communication cost 1760 bit. After the 
above data, we determine that the recommended system is much effectual in comparison 
with other existing systems in terms of low computation cost with the cost of the same 
communication cost. However, the storage price in the recommended system is somewhat 
augmented. This is supported because the recommended system accomplishes entirely the 
security necessities while Klara et al., kumari et al. and Chang’s et al. system does not.

Finally, when we evaluated the recommended system with prevailing systems by veri-
fying the crucial functionality requirements. The Kalra et  al. system does not provision 
all four functionality requirements (i.e., mutual authentication, friendly password selection, 
session key agreement, and secure password update). While Kumari et al. system fail to 
support friendly password selection and secure password update except for shared authen-
tication, and session key contract. The Chang et al. system supports only the session key 
contract; however, it fails to support mutual authentication, friendly password selection, 
and secure password update. In comparison with all mentioned system, the recommended 
system supported all four functionality requirements and removed the gap of the existing 
system.

By satisfying all security requirements, functional requirements with lower computa-
tion cost, we conclude that the recommended system is the sustains judicious efficacy and 
is well suited to validate the embedded device in the cloud and IoT scenario as compared 
to other prevailing systems. We summarized the performance of the recommended system 
over the existing system in Fig. 9.

7 � Conclusion with Future Work

We analyze various existing authentication systems from the year 2011 to now. During 
the analysis, we found that one of the famous Kalra and Sood et al. authentication systems 
suffers from a security loophole. Later in 2017, Chang et al. improved the Kalra and Sood 
et  al. system by correcting it. However, after doing cryptanalysis, we found that Chang 
et al. incorrectly corrected Kalra and Sood et al. system. In our cryptoanalysis, we demon-
stration how Changs et al. system defenseless to off-line password predicting, privileged 
insider intrusion, secure impersonation intrusion, and known session-specific temporary 
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information intrusion. We also represented how Chang et  al. system is failed to address 
shared authentication and user secrecy problems, and the protocol has unnecessary redun-
dancy in design. In addition, we also found that the existing systems unable to stand on 
lightweight computation. To resolve this matter, we recommended a innovative lightweight 
computational authentication system. We also tested the recommended system by perform-
ing simulation by means of the most famous cryptoanalysis tool; AVISPA tool. The result 
of testing along with informal cryptoanalysis indicates that the recommended authentica-
tion system can withstand almost all kinds of intrusions and contents all necessary security 
requirements, such as user secrecy, shared authentication, the session key security and an 
effectual verification instrument for the duration of the login stage. We compared the com-
petence of the recommended system with recent existing systems. The consequence shows 
that the recommended system is lightweight in terms of less computational overheads but 
at the cost of high storage cost. In the forthcoming plan, we propose to extend the recom-
mended system to improve communication costs and storage costs further.
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The growing devices and capacity requirements of wireless

systems bring increasing demand for RF spectrum. Cog-

nitive radio (CR) system is an emerging concept to increase

the spectrum efficiency. CR system aims to enable

opportunistic usage of the RF bands that are not occupied

by their primary licensed users in spectrum overlay

approach. This approach is especially important in signal

and image processing, where sets of sensors, large and

heterogeneous, provide large amounts of data, usually

noisy and corrupted with various sources of interference.

From a methodological point of view, cognitive commu-

nication is concerned with multi-dimensional and statistical

signal processing, especially with problems such as

detection, estimation, and optimization. In addition to

classical sensing, detection, supervised, reinforcement and

learning methods include Bayesian modeling, Markov

models, support vector machines, and kernel methods. It

spans a broad area of applications, such as military,

industrial, medical, transportation and other fields like error

control, error detection, adaptive filtering, computer vision,

managing data, sensor control, data fusion, blind and semi-

blind source separation, sparse analysis, brain-computer

interfaces, signal processing and radio communication. The

intelligent system for the cognitive communication is a

collection of intelligent terminals with signal processing

and mobile capabilities. Among them, each intelligent

terminal carries out signal transmission and distributed

processing with other intelligent terminals. However, most

existing communication architectures, including their sig-

nal processing protocols and control algorithms, are

designed for centralized networks by default.

This issue aims to gather latest research and develop-

ment achievements in this area and to promote their

applications in all important fields with society needs. This

issue features eight selected papers with high quality. The

first article, ‘‘Salp Swarm Algorithm and Phasor Mea-

surement Unit Based Hybrid Robust Neural Network

Model for Online Monitoring of Voltage Stability’’, pre-

sents the online monitoring of voltage stability method.

The proposed model is based on Salp Swarm Algorithm

based Artificial Neural Network (SSA-ANN). The prime

considerations in this model is the use of real time data.

The computation time is reduced amongst all the models

for all the test cases considered for estimating the VSMI.

The second article, ‘‘Efficient Traffic Control and Life-

time Maximization in Mobile Ad hoc Network by Using

PSO-BAT Optimization’’, proposed hybrid Meta heuristic

methodology of dynamic mobile ad hoc network focuses

on the mobile node energy level and lifetime maximization

with the use of velocity estimation and fitness value cal-

culations of PSO-BAT optimization algorithm. The pro-

posed heuristic algorithm enhances the secured routing

process of mobile nodes in dynamic mobile network with

denial of service mitigation algorithm in a reliable method.

The third article, ‘‘The performance analysis of dual-

inverter three phase fed induction motor with open-end

winding using various PWM schemes’’, proposed to

investigate the performance of various PWM schemes for

two inverters fed a three-phase induction motor. The PWM

schemes are developed the voltage references and
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modulated using the same or different PWM scheme with

simple carrier based PWM method proposed and executed.

The fourth article, ‘‘Reliable Service Availability and

Access Control Method for Cloud Assisted IoT Commu-

nications’’, the reliable service method availability and

access control is discussed to improve the resource allo-

cation and request processing efficiency of Cloud-IoT. This

method operates in cloud and gateway layer for resource

allocation and request processing respectively. Using a

reliable gateway selection method, the requests are pro-

cessed in a timely manner preventing backlogs and failures.

The augmented learning process classifies requests based

on time overlap to reduce the backlogs and delay in com-

munication. In the proposed methods, the fore-mentioned

processes are augmented to improve the overall perfor-

mance of cloud assisted IoT platforms.

The fifth article, ‘‘Efficient Pre-authentication

Scheme for Inter-ASN Handover in High Mobility

MANET’’, proposed a new routing protocol to handle the

displacement and direction factors in ad-hoc networks. The

proposed Modified EAP based Pre-authentication

scheme using Improved ElGamal (MEPIE) overcomes the

MITM, replay, DoS and impersonation attacks in MAN-

ETs. The proposed mechanism based on the improved

ElGamal addresses the inadequacies of ElGamal digital

signatures and yields better results.

The sixth article, ‘‘Unified Power Quality Conditioner

with Reduced Switch Topology for Distributed Networks’’,

In this paper Unified Power Quality Conditioner designed

and developed with reduced number of switches and it is

controlled by SRF based Carrier Double Zero Sequence

Signal Modulation technique. The proposed UPQC system

is designed with 10 switches, which provide better per-

formance compared to conventional 12 switch UPQC

system. It is implemented to reduce the various power

quality issues like minimization of voltage sag and current

ripples, harmonics reduction in the input voltage and

reduced Total Harmonic Distortion.

The seventh work titled, ‘‘False Alarm Detection Using

Dynamic Threshold in Medical Wireless Sensor Net-

works’’, presents a dynamic threshold algorithm to detect

the sensor anomaly to differentiate false and alarms and

this system presented for healthcare application in WSN.

The error value is calculated using a dynamic threshold

which can identify false and true alarm using a majority

voting system. The proposed system shows the detection

ration is high and false positive rate is lower which con-

clude that this new approach is particularly useful in WSN

application such as health monitoring system and it will be

competitive with others.

The eighth article ‘‘Design and Development of Planar

Antenna Array for MIMO Application’’ has proposed a

Design for implementing an innovative Two T-shaped

planar antenna on behalf of ISM band for the MIMO

application. The antenna is designed with the Taconic RF-

35 substrate having a dielectric constant of value 3.5, while

the method of feeding coaxial probe has been employed as

antenna feed. The proposed antenna’s performance was

examined, and it was found that the proposed scheme has

better performance compared to the existing schemes.
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ABSTRACT
The cultivation of crops, conservation of plants, restoration of landscape, and management of soil
are the phases incorporated in agriculture and horticulture. During the cultivation and conservation
stages, the plants and the crops are affected by various diseases such as Bacterial scourge, Bacterial
Leaf Blight, Brown spot, Seeding blight, Leaf streak, PowderyMildew, Fire Blight, Black Rot andApple
Scab. These diseases in plants will lead to losses such as manufacturing and financial loss in farming
industry worldwide. To maintain the sustainability in horticulture, the detection of crop disease and
maintaining the condition of the plants are important. The Computer Aided Detection (CAD) in the
agriculture and horticulture is the emerging trend, based on the digital imaging that provides the
detailed analysis about the disease by applying the image mining process. In this work, the Cross
Central Filter (CCF) technique is proposed to perform the noise removal process in the image and
the identification of objects in the image is applied by using the Cognitive Fuzzy C-Means (CFCM)
algorithm to differentiate the suspicious region from the normal region. The evaluation is conducted
against the diseases affected in the rice crop and apple trees. The performance evaluation proves
that the proposed design achieves the best performance results compared to the other filters and
the segmentation techniques.

KEYWORDS
Approximation; filtering;
horticulture; image mining;
noise removal; plant
pathology; suspicious region
segmentation

1. INTRODUCTION

Horticulture is the division of agriculturewhich addresses
the science of plant cultivation in a smart manner. The
cultivation includes the plants that are edible as well
as ornamental which is handled under the landscap-
ing. The plant and crop development stages integrate the
important directions, such as planting or seed germina-
tion, relocation or reproductive stage, panicle initiation,
blooming, maturation, ripening stage, and senescence.
Quality assurance is an essential function of food gen-
eration and transforming from the perception of giv-
ing nourishments with acceptable nutritious value. This
auditing process is important to validate the quality of
the food items which examines the intrinsic and extrin-
sic defects [1] by using the quality evaluation process of
nutrition products.

In the recent few years, the data processing and infor-
mation extraction system have significant growth in the
agriculture field. The information extraction provides the
eminent processing of data using the digital imaging sys-
tem. The data processing system in digital images has
emerged extremely due to the increasing development
in digital imaging over the internet. The mechanism of
accessing and extracting the information is simplified

because of the emerging technology such as Big Data.
The digital imaging is improved by the Visual Modality
Technology (VMT) which is known as vision technology
[2] that handles the extraction of information from the
digital images. Computer-based Visual Modality Tech-
nology (CVMT) is illustrated as the process of automat-
ing and combining the largest range of techniques and
illustrations for visualization. VMT accomplishes unique
operations such as image identification and selection,
restoration, recognition, feature extraction and decision
making.

VMT executes the image acquiring process, identifica-
tion of image objects, examining the image features and
extracting the information by performing the numerical
calculations [3] using the decision logics and by using
the statistical analysis. VMT shields the underlying tech-
nology of computerized image investigation employed in
various areas. VMT is the enhanced style of the CAD
system which imports the images and deriving the cog-
nitive sense by processing the digital images. The evo-
lution of CAD system [2] has emerged a massive rise
in the effective disease identification process. The pro-
cess of identifying the suspicious segments from the nor-
mal region is accomplished in four levels, namely Noise
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Removal, Object Segmentation, Feature Extraction and
Classification & Ranking procedure.

Disease identification [4] in crop, plant, and tree is a crit-
ical task to perform either by manual techniques or by
utilizing the automated techniques. It is hard to separate
[5] the parts of the crops accurately in the digital image
if it is treated manually. In order to handle this situa-
tion, the digital imagesmust be processed by applying the
computer-based automated techniques. The CAD system
analyses the input images and produces the end output
in the form of visual representation of defected part of
the crops along with the information about the disease
affects the crops. This report is generated by theCAD sys-
tem and produced to the consumer after completing the
validation process about the crops as well as the disease
which affected the crops.

2. RELATEDWORK

2.1 Problem Statement

Crops are affected by various diseases such as Impres-
sion, Bacterial scourge, Black kernel, Brown spot, Seeding
blight, PowderyMildew, Fire Blight, Black Rot and Apple
Scab in different development levels in various climatic
sessions. In order to distinguish the disease type and dis-
ease severity accurately, the digitization process must be
utilized by applying the image processing [6] operations.
Shape recognition is the essential function of the image
processing whichmakes the detection systemmore accu-
rate as well as improving the efficiency of the method-
ology to detect the disease affected area in minimum
duration. In the agribusiness field, the disease identifi-
cation and severity estimation not only reduces the time
consuming but also expands the yield of the crops which
protect the ecological surroundings.

2.2 CVMT

The process of forming the VMT is purely application
and component dependent. During the specificmeasure-
ment and image recognition with the pattern matching
process is a standalone application [7] which builds the
arrangement as a hybrid system by combining the stan-
dalone and the dependent process. The answers provided
by the VMT are well recognizable as well as easily under-
standable to humans. The VMT applies the data acquisi-
tion and knowledge processing to obtain the information
from the digital image. The input of the VMT is acquired
from digital cameras or by the sensors which captures the
real-world images to provide the expressive information.

In order to achieve the disease identification and severity
analysis of the disease using the CAD system, the image
mining is applied to the acquired image after completing
the segmentation [8] of objects in the digital image. The
preprocessing (noise removal and image enhancement)
is applied to the captured image, then the segmentation
is processed to identify the Region of Interest (ROI) in
the image. The recognition process of suspicious region
is performed in these two stages alongwith the character-
istic extraction in terms of features and the classification
process.

The objective of the CAD system [9] is to produce the
knowledge processing system that retrieves the informa-
tion from the digital images. This information retrieval
process is operated by the CAD system along with the
combined operations of the VMT. This procedure is pri-
marily given to perform the disease identification and
severity analysis in crops by using the heuristic tech-
niques. The evolution of CAD with VMT has created
a huge increase in the detection procedure. Also, it can
serve to achieve accurate detection with minimal time
duration and price effectiveness.

The VMT combined CAD system does the following
operations to do the crop disease detection process.

(1) Image acquisition
(2) Preprocessing (Noise removal and image enhance-

ment)
(3) Image segmentation
(4) Feature selection, extraction and classification.

These four operations are important during the knowl-
edge processing operations while discovering the disease
defected portion in the crops, plants, and trees. These
steps are linear and integrated with other process to
reduce the time complexity of the operation, i.e. the out-
put of the current step is passed as the input to the next
step in the consecutive operations.

2.3 Image Filtering and Segmentation Techniques

The process of removing the unwanted pixel points in
the image is done by employing the noise removal and
image enhancement phase. The filtering methods such
as Mean filter, Median filter, Gaussian and Wiener fil-
ters are applied to purge the noise pixels present in
the image signal. The dominant brightness level anal-
ysis for contrast enhancement was proposed by [10].
The method mainly obtains the adaptive intensity trans-
formation for the image captured in the remote sens-
ing. By using the low frequency luminance component,
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the intensity transfer for brightness-adaptive is com-
puted. The author overcomes the problem of exhibit-
ing the saturated components in the low and high
intensity regions by performing the discrete wavelet
transform.

The optimization process in the image denoising
algorithm is discussed in [11]. The spatial domain meth-
ods such as local feller, Gaussian filter, anisotropic filter
to avoid the blur effect are discussed by the authors.
The transform domain methods for denoising the image
using the discrete cosine transform, wavelet, curvelet and
steerable wavelet are applied for significant improvement
in the image filtering process. The principle component
analysis for the spatial filter is evolved to characteriste
the multi-resolution sparsity and edge detection process
during the denoising process.

Mean filter and median filter operations and its perfor-
mance are analysed by Gupta et al. [12]. These filters are
the basic linear filter models that follows the arithmetic
mean operation to remove the noise signals from the
image.Mean filtermodel is a lowpass filter that allows the
image signal frequency only if the estimated mean value
is less than that of the image signal. If it is greater than
the image signal, then the signals are eliminated from the
image signal. Median filter is also a basic type filter which
executes the operation based on the arithmetic median
value. The greater signals are eliminated from the image
signal.

The low pass filter operation with respect to the Gaussian
estimation [13] is performed by using the Gaussian fil-
ter. The band pass operation is performed by the Wiener
filter [14]. The Gaussian relationship is estimated in the
form of mean, standard deviation and variance. This is
estimated for the input signal of the image and from
these values Gaussian function value is estimated. This
value is used as the upper bound for the low pass filter-
ing operation. The boundary value is calculated by using
the impulse response of the input signal. The larger value
input signal compared to the boundary points is removed
as the noise signal andnoise-free signal are combined and
formed as denoised image.

Bedi et al. [15] studied various methodologies for
improving the visual appearance of the image in terms of
image enhancement and segmentation. The log normal
methodologies, such as log reduction magnitude with
logarithm transform, histogram shifty, content classifi-
cation, are discussed for vision-based monitoring appli-
cation. The histogram modification, content adaptive
algorithm, and discrete cosine transformwith the retinex

theorywere deliberated for the image and video compres-
sion process.

The retinex theory-based image enhancement technique
with the segmentation extended for highly illuminated
visual perception is developed in [16] with certain pro-
cess of halo effect in the non-multiscale Gaussian filter-
ing with the dynamic range of modification and colour
consistency are achieved in the extension. This process
was mainly used to achieve the satisfactory colour rendi-
tion with the relatively smoothened pixel points. Zhang
et al. [17] presented a solution for the object detection
in the segmented image with Bayesian optimization and
structure prediction in the deep convolutional network.
The cognitive architecture mainly acquires the knowl-
edge and encompasses [18] the evaluation, learning, and
reasoning of the decision-making system.

Yue et al. [19] proposed the segmentation and the classi-
fication methodology based on the spectral-spatial fea-
tures in the dimension reduction using deep learning
process. The author develops a framework by using the
balanced local discriminant algorithm with embedding
technology to extract the features by stacking the spec-
tral and spatial relationship. In the image classification
process [20], multifeature-based classifier is used with
the training process. The Convolutional Neural Network
(CNN)-based trained sample significantly achieves the
better performance in the classification process.

3. IMAGE PROCESSING SYSTEM

3.1 Image Acquisition

The crop and tree segment images are captured by using
the digital camera and the generated digital image of the
crop and tree are stored in the database. The image repro-
duction [21] operations such as perspective viewing and
editing of the captured images are performed by using the
image sensors or by using the image capturing devices.
The scanners, ultrasound, and spectroscopy are used as
the image capturing devices to get the high-resolution
pictures to provide the accurate results. The captured
images are converted into grayscale by using the RGB to
Grayscale conversion operation.

3.2 Preprocessing (Noise Removal and Image
Enhancement)

The captured images are applied to preprocessing to
remove the unwanted pixel points from the image. This
also improves the quality of the image by eliminating the
distortions in the preliminary manipulation stage. The
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digital images [22] are treated in terms of pixel points
as the basic picture elements which represents the actual
points. In the preprocessing stage, the distortions in the
image are eliminated by applying the filtering operation
as the stage of noise removal. The Cross Central Filter
scheme is employed to perform the noise removal opera-
tions, which increases the significance of the pixel points
by eliminating the low significant pixel of the captured
image. Establishing the relationship between the near-
est pixel points, the denoising operation is performed by
isolating the low qualified pixel points.

3.3 Image Segmentation

Image segmentation is otherwise known as object divi-
sion process in the digital image. This is a process of
dividing, analysing, and merging [23] the relevant char-
acteristics of the picture based on the objects identified
from the digital image. This is executed by making the
relationship matrix between each and every pixel points.
It distinguishes the ROI in the image [24] and uses the
image segmentation process with similar objects in the
analysing area. This relationship is named by the prin-
cipal matrix which relates the pixel point in the digital
image. The main role of this segmentation in terms of
region partitioning [25] is to divide the image pixels
which are mutually exclusive and region-based scattered.
This process is spatially related and similarwith respect to
the defined close distance criteria. The image segmenta-
tion process is performed by using the CFCM technique
which outperforms the FCM technique.

3.4 Filtering Process

Enhancing the image quality and removal of unwanted
pixels are executed in the manipulation of digitized
images and permitting of limited frequency by reject-
ing the higher value frequency. This process is done by
using the filter function along with the re-transformation
process of the image signal. This image frequency filter
allows the bounded level frequency to avoid the noise
present in the digital signal of the image. The filter model
is basically categorized into the following types based on
its processing characteristics, linear and nonlinear filters.

Linear filter removes the noise pixel points based on
the relationship between the continuous and consecu-
tive pixels. The nonlinear filter removes the noise which
is in the category of impulse signal models. This pro-
cess is done by computing the variance among the image
signals. This filter basically removes the Gaussian noise
present in the image signal. If there is a disagreement
found by passing over the variance boundary limit in the

pixel points, then the picture element is removed from
the picture signal.

3.5 Proposed CCF

CCF derived from the operations of low pass filter and
band pass filter which preserves the better performance
compared to other filtering operation due to the intelli-
gent operation of this filter. This filter is a band pass filter
which also combines the process of low pass and high
pass filters. The upper and lower bounds for this band
pass filter are estimated based on the input image sig-
nal. The input image pixel points are organized into M
× M structures to process it efficiently. The procedure
is based on Gaussian functions for the curved structure.
The construction is covered in three directions: horizon-
tally, vertically, and diagonally.

The input image pixel points are carved up into N
number of grouped structures with M × M matrix.
These N groups are treated separately to key out the co-
relationship between the input matrix. For each group,
the Gaussian spatial relationship is judged in terms of
mean, variance and Gaussian function. This value is cal-
culated in three directions and the value is set as the upper
bound value of the comparison.

The captured apple scab image and rice crop image are
given as an input to the CAD system and the captured
images are shown in Figures 1 and 2 respectively. The
input image with specific density of salt & pepper noise
added is depicted in Figures 3 and 4. For lower bound
value, the maximum variance value is keyed out by com-
paring the input signal value and the calculated mean
value using Equation (1).

The absolute difference between these two values is
checked as the lower bound value of the band pass fil-
tering system. By using the mean value as input, the

original image

Figure 1: Captured apple scab image given as an input to the
CAD system
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original image

Figure 2: Captured rice crop image given as an input to the CAD
system

noisy image

Figure 3: Salt & Pepper noise added to the input apple scab
image

noisy image

Figure 4: Rice crop image with Salt & Pepper noise

standard deviation and the filtering bound are computed
by applying the Gaussian modelling.

mean = 1
r2

[r/2]∑
i= −[r/2]

[r/2]∑
j= −[r/2]

x[n − i, m − j] (1)

Equations (2) and (3) represent the computation model
for theGaussian distribution. The distributed value of the
image vector is organized in matrix structure to proceed
with the replacement of distorted pixel with the denoised
pixel point. The pixel comparison operation is accom-
plished in each direction for all input pixel points with
the two boundary points. If the pixel point satisfies the
median criteria using Equation (4), then the pixel point

Contrast Enhanced Image

Figure 5: Denoised and contrast enhanced apple scab image
using CCF

Contrast Enhanced Image

Figure 6: Denoised and contrast enhanced rice crop image using
CCF

is separated as noise-free pixel point and the remaining
pixel points are rejected from the input signal.

p = e
(

(x−mean)
2σ

)

σ
√
2π

(2)

σ =
√∑w ×w

i = 1 (xi − mean)2

w × w
(3)

p – filtering bound; w – size of window; σ – standard
deviation; n – number of rows; m – number of columns

ymedian [n,m] = median {x[n − i,m − j]}, i, j
= − r/2, . . . , [r/2]. (4)

Figures 5 and 6 show the noise removed and contrast
enhanced image after applying the image enhancement
process using the CCF filter operation.

4. SEGMENTATION AND CLASSIFICATION

4.1 Segmentation Process

Image division focuses on obtaining an automated seg-
mentation system for disease detection using the iden-
tification of suspicious region. The primary objective of
the single image segmentation method is to increase the
quality and efficiency of the CAD systemwhich is applied
for the detection of crop disease. The purpose of the
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proposed study is to assist the botanist in the decision-
making process during the identification of crop disease
and its severity. A segmented image provides amuch sim-
pler description about the crops by extracting the similar
pixel points.

After completing the noise removal process, the clus-
tering is applied to the image to identify the linear
relationship [26] between the objects present in the
image. The relationship between the pixels is validated
using the Euclidean measurement. Image segmenta-
tion is the process of partitioning the image into a
number of regions or cluster groups which are corre-
sponding to the different objects present in the pic-
ture. During the analysis process, the regions with the
set of boundary [30] pixels are grouped into specific
social systems such as line or circular segments in the
image.

4.2 Cognitive Fuzzy CMeans Clustering

Fuzzy CMeans (FCM) is executed to identify the natural
groupings of data pixel points from the image to pro-
duce a standardized representation of pictures. FCM is
the clustering algorithm which [27] is utilized to form
set of clusters with every pixel data from the image based
on the spatial relationship that belongs to the every clus-
ter with certain degree and the membership is calculated
using Equation (5).

uij = 1∑C
i=1

(
xi−cj
xi−ck

) 2
m−1

(5)

cj =
∑N

i=1 u
m
ij xi∑N

i=1 u
m
ij

(6)

Jm =
N∑
i=1

C∑
j=1

umij xi − cj2 (7)

uij is the degree of membership of xi in the cluster j,
xi is the ith of d-dimensional measured data, cj is the
d-dimension centre of the cluster, and ||*|| is any norm
expressing the similarity between any measured data and
the centre. Here the membership of pixel point with the
cluster group is identified using Euclidean distance in the
Euclidean space of the data. The cluster gives strength by
the centroid pixel points of the picture. The relationship
between pixel point and the cluster centroid is identified
by degree of membership which is computed by using
membership function and it is indicated by using Equa-
tions (6) and (7). The pixel information is extracted from
the images and these pixel values are grouped into a set of

clusters based on FCMandCFCMclustering approaches.

CFCM is the improved version of the FCM clustering
algorithm to perform the segmentation process. CFCM
is an iterative optimization algorithmwhich produces the
optimized solution based on heuristic modelling. It pro-
duces the mathematical optimization by performing the
local search operation to select the best combination of
clusters to obtain the best results. The iterative process
is initiated with the random set of solutions to solve the
clustering problem. In these iterations, an incremental
modification is performed to the newly formed solution.
In fuzzy operation, pixel points in the image are grouped
based on the selected cluster centroid point.

The membership function determines the quality of the
formed cluster by setting the intensity level of connectiv-
ity between pixel points and the cluster centroid point.
Standardized to the FCM clustering, the point of mem-
bership is the primary input to the target sigmoid func-
tion. And this evaluates the import of the pixel point
with the cluster groups. If the pixel point retains the
higher meaning in terms of membership value,the objec-
tive value of the membership function will be greater
value. CFCM makes use of Cognitive distance function
as objective function along with themembership office to
determine the best combination of centroids in the pic-
tures. Centre distance is drawn out from the Euclidean
distance between cluster centroid and pixel data points.
This length value is selected as the input for the nega-
tive exponential with the splitting ratio of the sigmoid
function.

This Sigmoid function is the logistic function which
divides the Euclidean distance. Centre distance is used
to amend the selection probability of the cluster cen-
troids. The stage of membership is estimated based on
this Cognitive distance with the Euclidean distance. If the
centroid has two or more dimensions, then the degree
of membership function initially estimates the Euclidean
distance between the cluster centroid and data pixel
point. If it has a single dimension, then the absolute
difference between the pixel point and the centroid is cal-
culated as distance. Once this distance is estimated then
the value is passed as an argument to the kernel distance
estimation function using Equations (8) and (9).

x̂ = x
argmax |x| (8)

f (x) = 1
1 + exp(−βx̂)

(9)
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Binary Image

Figure 7: Suspicious region segmented in the inverted apple
scab image using the proposed CFCM segmentation algorithm

P(x) = 1√
(2π)N det(C)

× exp
(

− 1
2

(x − μ)C−1(x − μ)

)
(10)

The term C represents the covariance matrix, det indi-
cates the determinant of the matrix, μ denotes the mean
value, x and N represent the individual data value and
number of instances respectively. This kernel distance
defines the logistic function as sigmoid values. The input
distance value is divided by the sigmoid value, then the
negative exponential value is calculated from the corre-
sponding value which is named as the kernel distance
between data pixel point and cluster centroid. After com-
puting the kernel distance value, the objective estimation
function is invoked to calculate the degree of member-
ship for the cluster centroid and its corresponding cluster
pixel points. From the degree of membership and the set
of cluster centroids, new cluster centroids are found as a
next iterative solution.

In the iterative process, the difference between the objec-
tive value of the last set of solution and the current
set of solution is estimated and it is compared with the
objective difference value. If both the set of solutions pro-
duce the equal or approximate equal value of degree of
membership, then the algorithm converges with the best
combination of centroids. Once it is converging then, the
iterative process is terminatedwith the last centroid point
as final cluster points. This grouped pixel point produces
the region of interest to perform the feature extraction
and classification operation. The output of the image seg-
mentation in terms of the suspicious region in the apple
scab image and the rice crop image are shown in Figures
7 and 8.

4.3 Feature Extraction and Classification

The feature is defined as the point of concern for image
description. In computer vision and image processing,

Binary Image

Figure 8: Suspicious region segmented in the inverted rice crop
image using the proposed CFCM segmentation algorithm

the feature entity is used to represent a piece of data
entropy, which is crucial for resolving the computational
task affiliated a particular application. Features can con-
cern to the consequence of a general locality cognitive
operation as feature extractor or feature detector applied
to the image, specific structures in the image itself, rang-
ing from the structures such as points or boundaries to
the more composite structures such as objects. Feature
Extraction is used for extracting the important data from
the Entire data. It is a type of multidimensional simplifi-
cation that efficiently represents concerning components
of an image. This process is amachine learning technique
which is applied to derive the important components of
an image. The entire work sequence for the proposed
design is depicted in Algorithm 1.

Algorithm 1: Region classification using CCF filtering,
CFCM Segmentation and SVMQuad Programming

Input: Input image I,

Output: Classified region R

1. Resolution of I is identified and it is represented in
r-rows and c-columns.

2. Based on the image resolution, pixel window size
(m) is selected to perform the filter operation.

3. Input image is divided into number of windows
based on the window size and resolution of the
image.

4. For each window, arithmetic mean value is com-
puted by using Equation (1).

5. The Gaussian relationship is computed in the pixel
window with the estimation of variance, standard
deviation using Equations (2) and (3)

6. From the estimated mean and standard deviation,
the lower and upper bound threshold is computed
as the expected value from the impulse signal of the
image frequency.

7. Based on the count, the median value is selected
from the window using Equation (4).
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8. For odd count, exactmedian value is selected and for
even count two middle values are selected and their
average value is considered as the median value.

9. By selecting the window around the current pixel
point, the distorted pixel is replaced by the selected
median value of the corresponding Gaussian distri-
bution.

10. For each pixel point in the image, the clustering pro-
cess is applied based on the pixel values of denoised
image.

11. For each cluster
a. Compute Degree of Membership using (5) and

(6)
b. Compute Optimization Objective using (7)
c. Estimate kernel distance using (8)
d. Update Sigmoid value using (9)
e. ComputeCovariancematrix of the current clus-

ter
f. Estimate the relationship between the pixel

point in current cluster using the (10)
g. Check Termination criteria by checking the

repeated optimum value
h. If termination criteria is satisfied

i. break
i. End

12. End
13. For each formed segments

a. Represent the pixel matrix D as (11)
b. Subdivide D into S as (12)
c. Form eigen matrix (13)
d. Convert into quadratic equation using (14), (15)

& (16)
e. Identify the coefficients using (17) & (18)
f. Solve the quadratic equation using (19) & (20)
g. Identify the required root using (21)

14. End
15. Compare the root with other segment and identify

the relationship
16. Differentiate the segments into normal and suspi-

cious segments using the identified relationship

4.4 Quad Programming (SVM)

The process of classification is mainly applied to identify
the similarity between the actual outcome and expected
outcome. This stage is completed by using the Support
Vector Machine (SVM) which is based on the concept
of decision planes [28] that define decision boundaries.
The decision process is applied by validating the various
membership with the constraints created to match the
expected plane. SVM classifier is improved by combining
with the quad programming model [29] which identi-
fies the solution by solving the roots of the quadratic

equation. It is purely based on quadratic programming
optimization and the objective of the quadratic program-
ming has to solve the classification problem by means
of quadratic function which takes the decision based
on the feature as input variable. The input variables are
processed by the linear function based on the quadratic
constraints.

D =

⎡
⎢⎢⎣
d11 d12 . . . d1n
d21 d22 . . . d2n
. . . . . .

dm1 dm2 . . . dmn

⎤
⎥⎥⎦ (11)

The input matrix of the image pixel is indicated using
Equation (11). In order to apply the quadratic procedure,
the matrix D is divided into 2 ´ 2 matrix as S represented
in Equation (12).

S =
[
d11 d12
d21 d22

]
(12)

The eigen matrix is formed for S and the eigen solving
procedure is applied to the Es using Equations (13) and
(14).

Es =
[
d11 − λ d12
d21 d22 − λ

]
(13)

(d11 − λ)(d22 − λ) − d12d21 = 0 (14)

By rearranging the (14) based on order, the output
equation is obtained and indicated in Equations (15) and
(16)

λ2 − d11λ − d22λ − d12d21 = 0 (15)

λ2 − λ(d11 + d22) − d12d21 = 0 (16)

By matching the coefficients the roots are identified
by quadratic programming structure using Equations
(17)–(21).

ax2 + bx + c = 0 (17)

a = 1, b = −(d11 + d22), c = −d12d21 (18)

The equal roots values are classified as required region
from the image and the corresponding differentiation is
applied to categorize the normal region and the suspi-
cious region.

r1 = (d11 + d22) +
√

(d11 + d22)2 + 4d12d21
2

(19)

r2 = (d11 + d22) −
√

(d11 + d22)2 + 4d12d21
2

(20)

r = max(r1, r2) (21)
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objects in cluster 2

Figure 9: Suspicious region retrieved in apple scab image using
Quad programming SVM classifier

objects in cluster 3

Figure 10: Rice crop image with suspicious region retrieved
using Quad programming SVM classifier

The extraction and classification of the suspicious region
in both apple scab and rice crop images are displayed
in Figures 9 and 10. It estimates the portfolio optimiza-
tion variance based on the sum of the variances and
covariance of individual values and the linear constraints
which indicates the lower and upper boundary points.
The objective of the quadratic function is convex that
decides the problem to be easily solvable. It uses semi-
finite convex with the best objective function value. The
values generated by the quad function are either mini-
mum or maximum based on the interior values of the
function. This method consists of a collection of coordi-
nate searches and reproduces the subspace to maximize
the optimality and to minimize the execution steps.

That is, it produces the best solution with the minimum
number of iterations. It takes the factorization as simple
and direct solution to solve the problem by represent-
ing the potential vectors present in the image which are
extracted by the feature extraction. The best combination
of the extracted features ismodelled to perform the detec-
tion process which outcomes the unconstrained mini-
mization that produces the n-dimensional vectors as the
classified output. After applying theQuad Programming-
based classification process, identified normal region in
apple scab and rice crop images is shown in Figures 11
and 12.

objects in cluster 5

Figure 11: Normal region classified in apple scab image using
SVM Quad programming algorithm

objects in cluster 4

Figure 12: Normal region classified in rice crop image using SVM
Quad programming algorithm

5. PERFORMANCE EVALUATION

Performance Evaluation is conducted to validate the
quality of the suggested plan. Matlab software is used
to evaluate this experiment by holding the apple leaf
and rice images as input to the scheme. The validating
parameters such as Mean Squared Error and Peak Signal
to-Noise Ratio both are applied to appraise the tone of the
organization. The Mean Squared Error (MSE) is the idea
of variance between the real value and predicted value.
This value describes the deviation error of the output cre-
ated by the system. Peak Signal to-Noise Ratio (PSNR)
provides the proportion between the image signal and
interference present in the picture. PSNR is almost effort-
lessly conditioned by the Mean Squared Error (MSE).

The CCF achieves the least Mean Square Error (MSE)
approximation value as of 4.71 and eminent Peak Sig-
nal to Noise Ratio (PSNR) value as 62.615 dB. Cogni-
tive Fuzzy C-Means achieves precision value as 95% and
specificity as 96% values. Figures 13 and 14 show theMSE
and PSNR results achieved by the filters, Mean, Median,
Gaussian, Wiener and Cross Central filter.

Figures 15–17 represent the performance evaluation of
MSE,Mean Absolute Error (MAE) and PSNRmetrics for
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Figure 13: Performance evaluation of Mean, Median, Gaussian,
Wiener and proposed CCF Filtering algorithm in terms of MSE
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Figure 14: Performance evaluation in terms of PSNR for Mean,
Median, Gaussian,Wiener and proposed CCF Filtering approaches
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Figure 15: MSE performance evaluation for filtering approaches
by varying the noise density in the input image
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Figure 16: MAE performance evaluation of filtering approaches
for various noise density

various filtering scheme by increasing the noise density
from 10% to 90%.

Figure 18 provides the evaluation of Structural Similarity
Index (SSIM) for various filtering approaches. This eval-
uation is conducted by increasing the noise density in the
input image. Figures 19 and 20 illustrate the performance
evaluation of sensitivity and classification accuracy in
terms of precision for both existing FCM segmentation
and proposed CFCM segmentation algorithm.
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Figure 17: PSNR comparison ofWiener, Gaussian,Mean,Median,
CCF filters for various noise density
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Figure 18: Structural Similarity Index evaluation of various filters
by increasing noise density
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Figure 19: Sensitivity evaluation of FCM and CFCM segmenta-
tion approaches for various input images
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Figure 20: Classification accuracy evaluation of FCM and CFCM
segmentation approaches for various input images in terms of
precision
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Figure 21: Average sensitivity evaluation of FCM and CFCM seg-
mentation approaches

Figures 21 and 22 show average results of sensitivity and
accuracy of the segmentation approaches.

Table 1 exhibits the performance evaluation of FCM and
CFCM for sensitivity, precision, and accuracy. It clearly
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Figure 22: Average precision evaluation of FCM and CFCM seg-
mentation approaches

Table 1: Comparative evaluation
Evaluation metric FCM CFCM

Sensitivity 66.45 74.54
Precision 83.22 87.27
Accuracy 78.59 83.47

outcomes the proposed model achieves the best results
compared to the existing design.

6. CONCLUSION

In this work, CAD system-based image analysis proce-
dure is used to identify the suspicious region in crops
and plants such as rice and apple tree. The image pro-
cessing stages such as noise removal and image segmen-
tation are used to identify the ROI in the crop image.
It will discover the major regions found in the image
which leads to ensure that the harvest is not touched
by whatever disease. The noise removal process is used
by using the CCF which combines the features of Gaus-
sian filter and Mean Filter operations. Cognitive Fuzzy
C-Means algorithm is applied to Image segmentation
process for the object segments. The process of classifi-
cation is evolved by using the Quad Programming-based
SVM classifier. In future, the 10-fold cross-validation
technique can be applied to validate the classification
process.
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Abstract
As the advancements in the field of artificial intelligence technologies continue to grow, 
robots are being built by the researchers as an attempt to render services to the people. In 
this regard, the robots can communicate effectively with the people and be able to complete 
all the tasks adequately given to them. These service robots while being developed requires 
the dialogue services to be developed to interact effectively with human beings providing 
far better user experience. Thus, the robot been built can provide domain-specific knowl-
edge as well as able to provide consultations in various domains. We in this paper adopted 
a service-oriented approach for developing context-aware communication services for the 
cloud robot. The proposed work aims at training the context-aware model developed. The 
context-aware model is responsible for answering the questions put forward by the users 
and possess the ability to exploit the answers corresponding to the questions presented. An 
integrated framework is used to combine the contextual information and communication 
services. The performance of the proposed model can be evaluated based on Inverse Rank 
Mean (IRM). Evolutionary testing methods are used for testing the data in the proposed 
model. The results thus obtained shows the effectiveness of the proposed approach.
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1  Introduction

Issues concerning the service robots with their development and deployment is the proper 
execution of tasks providing human–robot interaction in a natural way. For this, a system-
level architecture is constructed with which the cloud computing platform can be collabo-
rated with the robots and its design can be created effectively. The services mentioned are 
mainly labouring services where the people can get assistance from the robots. The main 
responsibility of the robots lies with the delivery of knowledge and the ability to commu-
nicate with the human beings in a more natural way. Hence, in this work, a framework for 
representing the human−robot dialog is represented.

A service-oriented architecture has been proposed that helps in deploying the services 
much more effectively. On the other hand, the resources such as robotic services and pro-
cessors for computation are provided with the help of cloud computing architecture [1, 2]. 
The onboarding computation process can no longer limits the operations of the robot and 
as a result even more intelligent robots can be generated. The service-oriented architectures 
on the other hand helps in generating prototypes for the robotic services. These architec-
tures been proposed helped in the development of robotic services [3, 4].

In order to provide knowledge-based services, human–robot interaction is very much 
essential. A dialog system is developed that ensures human interaction based on natural 
languages. Thus, the dialog system been developed acts as a vocal interface between the 
user and the robot. There are also non-goal oriented dialogue systems such as the chat-
boxes that focus on performing open domain conversations. The proposed work mainly 
focuses on services that are domain-specific and are goal-directed. Here, a knowledge base 
is present that performs the dialogue services based on a question–answer means [5].

The question-answering system mainly aims at generating the relevant responses from 
the communication at any given instance. There are two methods for obtaining the response 
in general namely the selection-based method and the deep learning method. Among these 
two methods, the selection-based method is the most widely used one. It is because, this 
method is capable of producing more responses. The mapping between the questions and 
answers in the human–robot language has been developed to an advanced stage with the 
intervention of machine learning approaches and several other advanced technologies 
[6–8].

Mapping between words and characters in a dialogue model of a particular sequence can 
be mapped to other sequences by using a model called as sequence to sequence (seq2seq) 
model [9, 10]. Particularly besides the dialogue data, contextual content plays a major role 
in ascertaining the relevance of the result obtained from the question posed by the user. 
This contextual factor is equipped to discover any dialogues and questions posed that can 
affect the corresponding response form the robot [11, 12]. As an instance, environmental 
conditions or the users’ responses and emotions. To enhance user experiences the service 
system’s application services are enabled by combining contextual information into the 
application to automatically change in response to the circumstances.

The significance of incorporating the context-aware data with the computational 
approaches has been emphasized with the help of deep learning approaches. With the addi-
tion of external knowledge, the process of selecting the answers has been made more pre-
cise. As far as the relevant answers are in the information center the robot was trained to 
find the precise answer for the question opposed to it. As for the unfamiliar questions and 
content not available in the information center we have developed a reasoning procedure to 
attend to it. In brief, this is designed to search for related questions from the information 
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center. These questions are further sent for evaluation in order to come up with the precise 
answer.

Predominantly, our work introduces an alternate approach where the contextual infor-
mation is embedded at the encoder level of seq2seq model to generate results and answers. 
A series of experiments are conducted to evaluate this approach. Firstly, we have evaluated 
the context-based service and imaging content by capturing image-based data. Second, 
comes evaluation of performance of the training data. Here, we train the human–robot dia-
loguing model of questioning and answering. Then we have focused on testing the mecha-
nism of search the model employs to enhance its answer searching capacity. Finally, to 
verify and validate the contextual awareness of the dialoguing service, a series of experi-
ments are conducted and the different methods are compared and studied. The final results 
attest to the improvement and efficiency of this method.

2 � Background and Related Work

System architecture plays a significant impact on resource sharing and training the dia-
loguing model. These are the most important concerns on creating contextual awareness in 
Robot-Human communication services. The following section presents the related studies 
on resource sharing and training of a model in brief.

As mentioned, choosing an appropriate software architecture is crucial in the develop-
ment of ROS. There are a number of work and related studies being proposed to come up 
with an effective way of creating different service applications. RoboEarth [1] is the most 
remarkable work and is also available in an open source cloud robotics platform [2]. With 
RoboEarth, accessing information center and distributing complex computational tasks to 
the cloud has become way easier. Further works on the platform have also enabled us to 
deploy software architecture by incorporating robotic hardware to the cloud services. To 
give an instance, in a software framework called DAvinCi parallelism and extensibility was 
achieved by integrating the hardware and cloud services and it was also found to draw on 
many advantages over the existing system [13]. A middleware called Rosbridge was devel-
oped to further perform advanced tasks like providing socket-based access to the robotic 
system and algorithms by making use of Web Technologies [4]. A standard application 
development framework [14] has also enabled effective communication between the mid-
dleware and the browser.

Along with Roboearth, that worked on the development of cloud ROS. One such work 
was Koubaa [15] that made use of web services as a middleware. They developed a new 
system called RoboWeb and proposed that they can be used as a service for end users by 
organizing all the resources. Another work by Du et al. [16] developed a hypothesis to use 
the architecture to manage functional modules in the Robot cloud. They proposed by doing 
this one can achieve more structure and flexibility in the cloud at the same time make the 
resources reusable and extensible to a certain extent. Furthermore, Bastos and Pereira pro-
posed the use of robotic system in a remote environment. By doing this, it was said that one 
would be able to develop various applications in a remote environment. Examples of other 
works are illustrated in detail in [18–20]

In contrast to other works, this project has exploited many advantages over other models 
already developed. We have mainly focused on providing users with reusability and scala-
bility of resources by developing a robot and considering it as a service. By regarding robot 
as a service and making it web-enabled we were able to allocate robot services developed 
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by different organizations in the cloud. The expandability and shareability of the system is 
ensured by using the robotic system as different operational nodes.

Another concern addicting to the cloud service framework is the design of ROS. Devel-
oping communication services for cloud-based ROS is by using human language to train 
robots and use them as the primary interaction language. Communication systems uses the 
classic approaches of NLP. There approaches were primarily based on handcrafted rules 
and templates, e.g. [22] and [23]. But today, with the advancement in machine learning 
and data science, utterances can be automatically generated as machine responses with a 
data-driven approach [24, 25]. These issues can be alleviated by deep learning techniques 
available today that focuses on representing data in a distributed approach. This method is 
known to have achieved significant improvements. As these approaches can be adopted to 
develop communication service, the relevant works have described in brief the following 
paragraphs.

Generally, seq2seq network models are used in deep learning techniques in order to 
generate results with a function with the most occurring result estimation. But today, the 
sequence-to-sequence model is predominantly employed for conversation generation [6]. 
For the most part, it focuses on enhancing the contextual quality of the results obtained 
by improving the encoding approach and the communication infrastructure. For instance, 
Shang generated dialogue responses by using a RNN encoder-decoder [25]. Another 
work by Serban et  al. focused on using a new approach called Long-Short Time Mem-
ory [LTSM] infrastructure network. Similarly, Wen presented a work-based approach to 
respond to the dialogues with more precision by generating relevant answers [26, 27].

Furthermore, adding to the works mentioned above to develop enhanced communica-
tion models, there are researches which hypotheses on regrading contextual information 
in addition to the contextual information such as dialogues of humans (e.g. [11, 12, 28]). 
There are many works and studies in recent years whose primary focus was to integrate 
context information in the textual content for enhancing the machine responses with more 
meaningful content. As an instance, In [17] showed that by using an entire dialogue his-
tory of a person the context-sensitive response generation concerns can be addressed more 
effectively [11]. Serban et al. where he used the approach of capturing more meaningful 
individual utterances by using a hierarchical model and then integrated them as discourses 
[29] is another example. This model aimed at revealing all the hidden layers in the network 
and in the contextual dialogue history with which it is trained. This was done by making 
use of high level RNN in the context Cues. This approach was further extended by [21]. 
where attention mechanism was added to capture attention at every stage including words, 
utterances, and annotations in the dialogue [30].

Today’s studies and relative works have focused more on contextual data and in adding 
more emotion to the human–robot utterances. Yet, doing this has been crucial for many 
today for various reasons. The main reason is the difficulty in obtaining high-quality emo-
tion in large scale corpus. This is because emotions are more difficult and harder to anno-
tate. In addition to this is the difficulty of balancing the intonation and expressions of the 
dialogues grammatically as needed. This is argued in [12]. To avoid this in effect, many 
researchers have tried to intensify the human–robot emotion. Zhou adopted one such ser-
vice which developed a model named as emotional chatting machine (ECM) [31]. Zhou 
further presented that we can train the model for large scale conversation thereby to obtain 
well annotated emotion.

To train the robot, human voice and expressions taken in real time were considered to 
be an advanced characteristic. Zhang et al. captured the textual information post sequence 
to enable the system to generate the response for every time of emotion by adopting a 
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sequence-to-sequence learning framework [32]. This model comprised of two major com-
ponents to produce multiple emotional responses by using a response generator. The output 
delivered were captured by an output selector to choose and select the relevant results by 
predefining sets of policies related to the model. Sun et al. added an additional category to 
encoder-decoder as an additional source and used LTSM neural network to achieve conver-
sational modelling [33].

Contrary to the relevant studies, this project aims to allow robot to act as a service 
thereby to provide platform-specific knowledge service. To achieve that, we have created a 
robot with contextual awareness as a communication service. This service also comes with 
supplementary mechanisms for enhanced knowledge improvement. Particularly, we have 
aimed at integrating image-based context awareness along with the emotions of human and 
ecological workspace. We have focused on the use of deep learning techniques in the initial 
encoder level. This mechanism is briefly explained in the following sections.

3 � Context–Aware Communication Services Development 
for the Robotic System

3.1 � Developing the System Framework

The communication services for the human–robot is developed based on the service-ori-
ented framework defined previously. The service-oriented framework defined already pro-
vides the required interactive services and network resources. It is to be noted that the net-
work resources are sharable. The computing process is further divided into two parts—for 
those processes that require immediate response, the onboard processors are mounted on 
the robot. In the second part, the computing services are performed with the help of the 
computing nodes that are responsible for preparing operations such as deep learning. As 
the service repository is situated in the cloud, it is easy for the developers to submit their 
robotic services that are reusable for sharing. These varying services can be effectively 
delivered with the help of the framework based on the robotic system. This system frame-
work for the robotic system is shown in Fig. 1.

Here the service request is sent by the robot to the master node. The responsibility of 
the master node is to organize the robotic system network. The request is then transferred 
from the master node to the task manager. The task manager is responsible for planning 
and evoking the services respectively. Based on the predefined task characteristics, the ser-
vices from the service repository can be retrieved to configure the composite services until 
suitable services are found. The framework consists of varying computing nodes that help 
in identifying the required cloud-based services. Consider an example: imaging services, 
which involves the set of services for collecting the required images. Here the cloud node 
defined assists in the capturing of images which is then sent to the topic of the master node. 
From this master node, it is possible for other nodes that deal with the images to retrieve 
the required data. The context-aware model for the human–robot interaction is clearly 
shown in the following Fig. 1.

This makes it possible to deploy the robotic functions in the virtual machine nodes. 
Through the robotic system framework, the services are combined to form a new robotic 
function. In the following sections of the paper, we have discussed the interactive services, 
context-aware communication services that are integrated into the cloud robots. As a result, 
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the robots are indulged with the role-playing of knowledgeable consultants to the target 
audience.

3.2 � Operations Involved in Communication Service

The communication services have been developed to provide enough knowledge about the 
specific domains such that the user can get the answer to his/her questions with regards to 
the local circumstances. In other words, with communication services, a communication 
can be established between the questions posed by human beings and the corresponding 
responses from the robots. The current trend of robotics technology is the automatic speech 
recognition and synthesizing text to speech and the devices responsible for performing 
such functions are considered as the robotic equipment. With these toolkits, the required 
services and the functions can be performed effectively. A training module has been pro-
posed where the communication models can be obtained from the deep learning method 
along with the datasets. These datasets contain domain-specific knowledge with which the 
model can be trained based on the question–answer pairs. These question–answer pairs are 
in other words termed as the indexed knowledge.

Here, we consider two models for training which then maps the question and answer 
pairs and to obtain the responses respectively. The first model is trained as a question 

Fig. 1   Context-aware model for human–robot communication services
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answering model that maps the questions from human beings to the corresponding answers 
from the robots. Here the text sentences termed as the content along with the images 
termed as the context are combined for a 3-tupe data record. The content and the context 
pair is then combined together to form a pair. This pair is then used for training the model 
further. The second model on the other hand is considered as an additional mechanism that 
is used to obtain a suitable response which the first model fails to retrieve. Based on this, 
checkpoints were included which is represented by grey circles as shown in Fig. 2. These 
checkpoints were used to indicate the correctness of the answer provided. The correctness 
of the answers indicates the results required. These results are then used for evaluating the 
second model. Before adopting the second model, an external knowledge base is requested 
by the system to obtain the response. This external knowledge base in turn is used to train 
the neural model in a data-driven manner. This shows that the datasets should be of better 
quality as well as the quantity such that they have a critical impact over the trained models. 
This in turn indicates the ability of the model to respond to the questions posed by human 
beings.

To improve the ability of the robots in providing consultation, an external knowledge 
base such as DBpedia is attached to the system that helps in handling the cases where the 
trained model finds it difficult to provide a satisfactory response to the questions posed. But 
still, if the solution is not found, then the system attempts with a different strategy. Mean-
while, the system makes use of the second model to match the questions from the knowl-
edge repository and based on which the answers are obtained for evaluation. The second 
model is further used to find an alternative question which in turn acts as the alternative for 
the previous question posted by the user. This question is then sent to the first model which 
is already trained to obtain its answer. This process of designing the question and identify-
ing the answer requires a neural model to be trained with the help of the learning method. 
This procedure is used for a question to question mapping instead of the question to answer 
mapping as done by the first training model.

Fig. 2   Performance comparison between IRM and TOP
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The following pseudocode indicates how the functions are invoked and operated. Upon 
activating the service, the contextual information is obtained based on the topic subscribed. 
This information in turn is required for performing the corresponding task. The informa-
tion that is obtained is then is subjected to data pre-processing. The result thus obtained 
is then sent to the trained model to generate the corresponding answer. One of the unique 
features of the robotic system is the data flow based on the topics chosen. This feature of 
the robotic system enables reusing services with varying robots.

Procedure for the computing node 

Loop till the computing node shuts down 

Input 

Test information 

Identify the task type 

Do

Choose the data from the human data pool or the environment data pool 

If data pool not empty then 

  Fetch the required message to the robotic system 

Convert the image into both text and image format 

 Data pre-processing is done 

Generate the response based on the conversation model 

Store the results obtained 

Convert the results into a robotic system message 

Communicate the message thus generated to the voice synthesis node 

End loop 

3.3 � Processing and Embedding of Sentences

The communication services have been proposed can interact with human beings with the 
help of natural languages. Here, the main focus of the operation is to identify the response 
to the questions posed. The instances are used in establishing conversations where the 
instances are considered as the question–answer pair obtained from the knowledge base. 
The method of selecting the answer is done with the help of deep learning neural model. 
To use this model to train the communication model, a question–answer dataset is required. 
The text sentences can be further tokenized with the help of the Stanford tokenizer. The 
word embedding method selected is the Glove (Global Vectors for Word Representation). 
This method maps the words to their corresponding vectors. The performance is enhanced 
with the help of a package called “genism” that makes use of the pre-trained model. This 
pre-trained model consists of vocabularies from the text processed previously which is then 
converted into vectors. This helps in obtaining the vector representation for our data that 
has been trained. This vector in turn is used as the input for the training algorithm for the 
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application model proposed. The mapping method encodes the words that are present in 
the system to form a vector representation based on the numerical identifiers. The embed-
ding algorithm not only performs mapping but also identifies the semantic relationship 
between the words. This enables human beings and robots to communicate with each other.

3.4 � Deep Learning Model for Context: Aware Communication System

The sentences corresponding to the user inquiries are generated based on the contextual 
information obtained and communication service. The contextual information chosen in 
this approach is the user information. The model thus proposed can also be applied to other 
contexts such as the environmental situations and the like.

3.4.1 � Model

The sentences corresponding to the user inquiries are generated based on the contextual 
information obtained and communication service. The contextual information chosen in 
this approach is the user information. The model thus proposed can also be applied to other 
contexts such as the environmental situations and the like.

3.4.2 � Training

In order to train the deep learning model mentioned above, it is required to organize a train-
ing data set. Thus, in a given dataset, there exists a positive answer Y+ corresponding to 
the question X and the associated context C. This positive answer is highly likely to be the 
correct of all the available answers. The word embedding feature defined above, encodes 
the question into a vector form which then flows through the hierarchical memory network 
(HMN) and the neural network (NN) layer. This output thus obtained is then merged with 
the context network features.

The HMN function is used to calculate the output vector O and the hidden vector H as 
follows

The feature vector F corresponding to the given image is described as follows

where I is the input data, L represents the filters applied in calculating the feature vector.

4 � Performance Evaluation and Results

To evaluate the performance of the proposed context-aware model, initially a cloud-based 
platform is constructed. This platform is then used for evaluating the robotic services. Once 
the framework for evaluating the robotic services are constructed, the question–answer 
model is then trained based on the dataset chosen. The dataset chosen consists of ques-
tion–answer pairs. The ability to search the answer is increased with further experiments.

(1)O = EMBED
{

i1 … i
n
, w

}

(2)H = HMN(O, W)

(3)F = conv(I, L)
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4.1 � Deploying the Cloud Framework for the Robotic System

A robotic system framework based on cloud is used for evaluating the performance of 
the proposed model. Here, the robot used is the Turtlebot which contains a webcam and 
a microphone. Upon capturing the target images, it is detected and recognized based on 
the vision-based services. The results obtained were used for the future work of this paper. 
The performance of the vision service is evaluated based on the series of experiments 
that make use of the face dataset available online. To recognize the best of the front-face 
images, trained classifiers are used. The angle with which the face is viewed, if it is within 
10 degrees, it shows that the face is recognized successfully. The public image dataset con-
sisting of various emotions are used to train the context-aware communication model. The 
following Table 1 shows the performance evaluation of the various context emotions.

4.2 � Performance Metrics

Three criteria were mainly employed in evaluating the method used for experimenting the 
human–robot communication services. The criteria are as follows

1.	 the loss previously defined
2.	 the predictive result should be same as that of the expected result. It is represented as 

top precision. It is calculated as follows

The model performance is evaluated based on the inverse rank mean (IRM). Perfor-
mance comparison between TOP and IRM is shown in Fig.  2. It represents the inverse 
value of the first correct answer’s rank. Inverse rank mean is given by

4.3 � Evaluating the Performance of the Training Model

This part describes the first phase of the experiment. For experimental purposes, a data-
set without contextual information is selected. The selected dataset roughly consists of 
13,000 questions and 20,000 corresponding answers. Out of this the number of ques-
tions and the number of answers adopted for testing is roughly around 2000 and 3500 
respectively. these questions and answers that were selected were pre-processed. In this 

top precision = (matches that are correct)∕n

(4)IRM = 1∕n

n
∑

i=1

1

rank
i

Table 1   Performance evaluation 
of various context emotions

Context (emotions)

Emotion no 0 1 2 3 4 5 6

Results
Top 0.56 0.63 0.68 0.56 0.59 0.60 0.61
IRM 0.81 0.79 0.78 0.75 0.70 0.74 0.72
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procedure, the unwanted data is removed. Next comes the learning phase. The posi-
tive and negative answers formed for the given question helps in obtaining the training 
instance. In the dataset obtained, the positive answers corresponding to the question X 
is considered as the correct answer and the remaining answers are considered as the 
wrong answer. The wrong answers can be identified easily with the help of the training 
model. These incorrect answers are represented as Y.

The dataset chosen for the experiment is divided into two-parts. One part (60%) con-
tributes to the training and the other part (40%) contributes to the testing. Both the cor-
rect and incorrect answers are combined to form the training data. These changes that 
occur while training the model is shown in Fig. 3.

4.4 � Additional Strategy Evaluation

To perform the evaluation process, a dataset containing questions and similar answers 
are chosen. The dataset roughly consists of about 1,50,000 questions. It is also found 
from the dataset that each question has a similar question which is the contrast. Here 
the associate model is used to retain the model efficiently. Two sets were chosen for the 
experiment:

•	 In the first set, vocally similar and semantically different questions were included.
•	 In the second set, randomly sampled questions were used.

 Here, the results obtained from the second set is higher than that of the first. The accu-
racy of the training model is shown in the following Fig. 4.

Fig. 3   Loss related changes while training the model
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4.5 � Evaluating the Training of Context‑Aware Communication Services

There are not many datasets that capture the emotion of the user while speaking. Hence, as 
an alternative, facial dataset is chosen instead of a text dataset. To build a training instance, 
both positive and negative answers are required, based on which the computational time 
is reduced. Here, the Kaggle dataset is chosen to represent the change in emotions in the 
dialogues. 4100 images were chosen for sampling, out of which 3100 samples were used 
for training and the rest for testing. The images once sampled were attached to the ques-
tion–answer pair randomly in the communication dataset. The HMN model is used for 
training the dataset. If the content part as well as the context part were found to be correct, 
it marks successful prediction. Experimental trials were performed to ensure that predic-
tion is achieved successfully. When the testing loss (validation loss) is reduced, the training 
loss is also reduced gradually to the point of zero. Table 2 shows the performance of Top 
and IRM with the environmental contexts.

Fig. 4   Accuracy related changes while training the model

Table 2   Performance of top and 
IRM with the environmental 
contexts

Environmental context

Environment No 0 1 2 3 4 5 6 7

Best result
Top 0.75 0.76 0.72 0.76 0.76 0.73 0.75 0.71
IRM 0.78 0.79 0.82 0.83 0.85 0.89 0.84 0.82
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Once the inferred models were tested after training, it is found from the results obtained 
that the top precision can be improved. It also shows that the performed can as well be 
improved. It is because whenever the overfitting problem arises, the performance decreases. 
Figure 5 shows the performance of the TOP and IRM with the environmental contexts.

The following experiments helps in evaluating the performance further. Two situations 
are considered where the incorrect image category is included in the training dataset to 
identify the dependence of the training model on the contextual information. The second 
situation is to show the dependence of the training model on the conversational content.

The system is then tested with the testing data using any one of the traditional testing 
techniques to ensure that the system works without any flaws. Here, the context-aware sys-
tem is tested without imposing any constraints. For this, it is essential to differentiate the 
test input and the test environment to enable better testing. It is also to be noted that when 
the test case is being executed, the context is bound to change.

5 � Conclusion

It is found from the obtained results clearly states that, the successful human–robot com-
munication depends on the effective context-aware communication services. Here the acts 
as the consultant in retrieving the knowledge or the information thereby providing the 
user with the domain-specific information. A cloud-based framework has been adopted 
to deploy the services successfully. Hence the computational tasks that are considered as 
time-consuming are allocated to the cloud computing nodes and the services thus created 
are stored in the repository of the robotic system. A deep learning method has been used to 
obtain the responses to the questions posed using training the neural model. The model is 
trained in such a way that the context information and the content information are coupled 
together. The speech-to-text system helps in collecting the information whereas the images 

Figure 5   Performance of Top and IRM with the environmental contexts
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captured via the vision system of the robot helps in deriving the contextual information. A 
series of experiments have been conducted to evaluate the proposed approach. Upon ana-
lysing the information, it shows that the proposed context-aware model performs far better 
when compared to the other existing models. The experiments were done under various 
restrictions due to the presence of annotated datasets that simultaneously contains both the 
information.

Future work involves developing methods to overcome this challenge using a knowledge 
transfer method. With this approach, the datasets can be enriched automatically and the 
knowledge can be shared among multiple domains. Our future work also involves develop-
ing an even more effective context-aware model to increase the performance of the robots.
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Big data and Cloud Computing paradigm poses new challenges to the communication tech-
nology as numerous heterogeneous objects will need to be connected and supports a wide 
variety of applications. With the recent growth of Big Cloud computing based applica-
tions the usage of big data services is increasing exponentially. Big Cloud is a promising 
technology that enables intelligent data collection and processing on various sustainable 
cloud applications. The next generations of big cloud emerging application domains are 
approaching existing principles and technologies to their limits. Opportunely, Cloud devel-
opment community is responding to these challenges with new theories and technologies 
capable of handling increasing dynamism, context-awareness and large-scale adaptation 
and evolution of software, development and environments.

The wireless network communication for the big data and cloud system would enable 
maximum utilization of resources, causing an enhancement in the wireless communica-
tion system efficiency, by sharing the infrastructure among multiple applications or service 
provisioning. Cloud and bigdata access can leverage on the sustainable wireless network 
offerings and gain complete solution over the network to strengthen wireless communica-
tion services. Big cloud techniques help in establishing flexible framework over the infra-
structure, thereby assisting in optimizing the operations in a more fruitful manner.

The digital revolution led by the big cloud wireless management is already reshaping 
several traditional business sectors. In this issue, we discuss how data science for sustaina-
ble cloud applications, cloud platform for privacy preserving data science, social data rela-
tionship ranking on data grid, data grid applications for cognitive communication, machine 
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learning and big data in cloud development, next generation wireless communication and 
smart city initiative and cloud services/infrastructures can alleviate some real environmen-
tal problems. This issue focuses high quality research papers that address significant and 
new big cloud and related system development issues in the emerging sustainable applica-
tion domains.
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a b s t r a c t

This proposed Rigorous Investigation of Stator Current (RISC) Envelope, provides a better way in pre-
determining the healthy condition of an induction motor under the effect of stator faults. The stator faults
analysed here are open circuit and short circuit faults. Stator current is captured and investigated to
understand the condition of the motor. Rigorous analysis of the stator current is done using Hilbert
Spectrum Analysis (HSA) method to understand the responses of induction motor under the influence
of the stator faults. The performance of induction motor under faults are analysed, to predict the satisfac-
tory operation of motor. Simulation is carried out in MATLAB platform. The investigated performance
analysis of the induction motor exhibits the effective process of monitoring the healthiness of the induc-
tion motor.
� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Advances in Materials Research.

1. Introduction

Induction motors have recognized its prime locations in almost
all of the industry sectors. Induction motors are singly excited AC
machine and can even operate using inverter fed DC supply. These
motor are interconnected with many mechanical and rotating
members in an industry which is to be operated continuously dur-
ing the entire day or process. Though induction motors have many
benefits over other families of the motor, they are also vulnerable
to possible electrical and mechanical faults [1,2]. Faults in an
Inductionmotor will setback the production in any industry. Hence
it is obligatory and vital to monitor and to identify the healthiness
of the motor. Consistent monitoring of induction motors will help
to detect possible failures at the initial stage itself [3]. Induction
motors may fail in its stationary part-stator, rotating part-rotor
and in its mechanical orientation-bearings. Stator faults constitute
of 38%, rotor fault 10% andmechanical alignment fault approaching
almost 40% [4].

Many researchers have conceded out various techniques to
classify the nature of fault based on stator current. Multiple refer-
ence frames theory are used for the diagnosis of stator faults in

three-phase induction motors [5]. Online detection of stator wind-
ing short-circuit and inter turn faults are analyzed and discussed
on stator fault analysis of three-phase induction motors using
information measures and artificial neural networks[6,7]. Hil-
bert–Huang Transformation (HHT) derived from the neural net-
works and its application in vibration signal study of a
deployable structure [8].

The symptoms for the induction motor faults are as follows:
increased torque pulsations, unbalanced air–gap voltages and line
currents, increased losses and reduction in efficiency, reduced
average torque, increased losses and decrease in efficiency and
excessive heating [9]. Most of the failures occurring in an induction
motors are indicated in the stator current envelope. Hence possible
stator failures are considered and analyzed here, by monitoring the
stator current envelope. Rigorous Investigation of Stator Current
Envelope technique fulfils the monitoring process of the motor.

2. Stator current fault analysis

(a) For Stator Fault Detection:
Overall, uneven distribution of the air–gap flux waveform

around the stator cross section is caused by stator faults, which for-
mulates the stator currents to be modulated by rotor slot fre-
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quency and the feature frequencies in current signals can be found
at characteristic frequencies [10].

fsf = fs [1 ± mN_b [(1-s)/p]] (1)
The equation can be expressed in terms of rotor frequency for

convenience of field engineers by Barendse & Pillay (2007).
fsf = fs 1 ± mN_b fr (2)Where fr rotor speed, fs supply frequency,

Nb number of rotor bars, s the motor slip, m = 1, 2, 3. . . is the har-
monics orders and p is number of pole-pairs.

(b) Analysis of Turn-To-Turn failure in stator:
The turn-to-turn stator failure is identified by symmetrical

three phase windings with the failure phase subjective to the cor-
responding impedance variation Dz Dz ¼ DRþ jDxð Þ: Deviation in
impedance depends on the faults such as a number of turns and
open or short circuit. The diagnosis of the turn-to-turn stator fail-
ure is similar to the broken bar fault. The computation of Dzas fol-
lows [11]:

The pre-fault condition the stator resistance is:

R1 ¼ rw
2N1lc

Nt1Ac1a1
ð3Þ

The linkage inductance of stator is:

X�
d1 ¼ X�

s1 þ X�
d1 þ X�

E1 ð4Þ
Assuming N turns are shorted, substituting N1Â �¼N1 � N for N1

in the above two formula, it obtains the stator parameter after
fault, and thenDz. In the case of open turn fault assuming N turns

are opened, thenN1Â �¼N1 þ N. European standard is specified for
the level of voltage balance present in the system, an unbalanced
system can be mathematically broken down into three balanced
systems from the theory of Symmetrical components as positive
sequence, negative and zero sequence systems [12].

(c) Analysis of stator current using Hilbert Spectral Analysis
(HSA)

The stator current of the symmetrical Induction Motor results in
an ideal sine wave if the power supply to the motor is an ideal
three phase ac supply. The phase and line current of one phase of
such a motor is given by;

vA(t) = Vm Cos (x1t) (5)
iA (t) = Im Cos (x1t-u) (6)
in which Vm and Im are the maximum value or amplitude of the

voltage and current respectively, and u is the power factor angle of
the induction motor. The associated flux linkages due to the inter-
action between the two windings present in the stator and rotor
are expressed as:

In Stator;
The final representation of the signal as the sum and a residue is

given as;

x tð Þ ¼
Xn

j¼1
CjðtÞ þ rnðtÞ
� � ð7Þ

After application of the Hilbert transform CjðtÞ to equation,
then,

H Cj tð Þ½ � ¼ 1
p

Z þa

�a

Cj tð Þ
t � s

d sð Þ ð8Þ

The complex signal which is formed after the transform by
applying Hilbert transform is:

Zj tð Þ ¼ Cj tð Þ þ iH Cj tð Þ½ � ð9Þ
Zj tð Þ Expressed in complex exponential form as:

Zj tð Þ ¼ aj tð ÞeihjðtÞ ð10Þ
Where the envelope of the amplitude is:

Zj tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cj tð Þ þ H½Cj tð Þ�2

q
ð11Þ

The phase angle is given as:

hj tð Þ ¼ arctan
H½Cj tð Þ�
Cj tð Þ

� �
ð12Þ

the instantaneous frequency is represented as:

xj tð Þ ¼ dhj tð Þ
d tð Þ

� �
ð13Þ

and, thus the original signal is expressed as:

x tð Þ ¼
Xn

j¼1
ajðtÞei

R
xjðtÞdt ð14Þ

In which the residue is not considered, and this expression is
considered as the representation of generalized Fourier expression.

3. Fault analysis and discussion in Simulation platform

Voltage Source Inverter (VSI) fed induction motor model is con-
sidered here for analysis, since variable frequency based induction
motor drive (VFD) are utilized in many of the industries. IGBT
based Hex bridge VSI drive feeds the induction motor and three
phase PWM pulses are generated for triggering the inverter
switches. Mathematical modelling is developed to create faults
and to analyse it. The whole system is simulated using MATLAB
Simulink.

(a) Fault analysis by RISC without HHT
Stator faults of an induction motor are analyzed with different

percentage of short circuit and open circuit. From Fig. 1 it is obvi-
ous that short circuit in stator increases the current and lags the
actual current.

From Fig. 2 it is clear that open circuit in stator decreases the
current and lags the actual current. It is clear that depends on

Fig. 1. . Simulation result of motor under SC stator.
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the fault in an induction motor magnetic flux density varies
continuously.

(b) Fault Analysis by RISC with HHT
The three phase distributed winding in the stator produces the

required Rotating Magnetic Field (RMF) when energized with three

phase balanced voltage. Even though the windings are insulated
with enamel to avoid inter-turn faults, due to reasons like heat
in the winding wires, accidental mechanical damages caused dur-
ing the winding process, etc., causes severe damage during its
operation which ends in the failure of the motor. The inter-turn

Fig. 2. . Simulation result of motor under OC stator.

Fig. 3. (a) Stator Current wave form without HHT. (b) Stator Current wave form with HHT. (c) Stator Current wave form for one phase without HHT and with HHT.
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fault may occur in the slot of same phase winding, short between
coils, short between two coil phases or between the coil turn and
the body. Fig. 3(a) to Fig. 3(c) shows the stator current profile dur-
ing the no fault condition and fault condition.

When the stator winding is under short circuited condition, it is
found that the current demanded by the stator varies according to
the percentage of the short. 24% short lags more than the 2% short
from the fundamental wave track. When Hilbert-Huang Transform
is done to the captured current signal, the filtering occurs as shown
in Fig. 4(c) and thus the nature of the fault can easily be predicted

without any misunderstanding. Similarly, the current profiles for
an induction motor when exposed to open circuit in the windings
of the stator are as shown in the Fig. 4(a) to Fig. 4(c)

The motor fault diagnosis such as short circuit and open circuits
conditions have been analyzed in induction motor by adapting
non-stationary signal processing Hilbert-Huang Transform tech-
nique. Thus responses from the table 1 predicts the condition of
the induction machine as an error free result and less harmonic
histograms.

Fig. 4. (a) Stator Current wave forms for OC fault without HHT. (b) Stator Current wave forms for OC fault with HHT. (c) Stator Current wave forms for open circuit fault
without HHT and with HHT.

Table 1
The results and inferences for different fault conditions.

Sl. No Type of Fault Fault Description and its Stator Current in Amperes

No Fault 2% 24%

1 Open Circuit Fault Without HHT 20.36 20.63 20.583
with HHT 20.3483 20.635 20.51

Inference: The difference in Stator current between 2% and 24% fault is only 0.047 A in case of without HHT which leads to misinterpretation
of faults

2 Short Circuit Fault Without HHT 20.407 20.525 20.41
with HHT 20.4275 20.5427 20.402

Inference: The difference in Stator current between no fault and 24% fault is almost same in case of without HHT which may lead to
misinterpretation of faults
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4. Conclusion

The proposed Rigorous Investigation of Stator Current (RISC)
envelope was carried out in medium voltage induction motor
(MVIM) to understand the performance of the motor under the
influence of various possible faults. Different fault conditions were
simulated using MATLAB and the stator current was captured and
analysed after applying Hilbert-Huang Transformation. The result
obtained after filtering the unnecessary noise signals yielded a
clear understanding in the current pattern which reflected the real
condition of the motor under the influence of various faults. The
main advantage of applying HHT for a non-stationary signal like
stator current is that the feature extraction is possible when com-
pared to Fourier Transform (FT) and Wavelet Transform (WT)
methods. The stator current lags or leads based on the nature of
fault. Thus, various anticipated faults subjected to induction motor
and its performance evaluation yields healthiness of the motor.
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ABSTRACT
The major concern of today’s situation is the increase in global warming due to high pollution level. The basic 
human necessities such as transport sector, commercial sector and the industrial sector are the reasons for these 
environmental pollutions. In particular, the transport sector, emits nearly about 87% of green house gases (GHG) 
in India.  Electric Vehicles (EVs) could be the remedial solutions for the transport sector issue. EVs, which are 
energized by a battery storage system, are becoming very attractive because they keep the environment clean. 
Furthermore, in due course the cost of EVs is also becoming cheap, when the production increases. The proposed 
EV charging station supplies four modes of regulated power. A synchronized three phase power is extracted using 
three phase matrix converter (TPMC), a single phase matrix converter (SPMC) is also utilized to act as a power 
electronic converter for extracting regulated DC power and single phase AC power. Venturini algorithm integrated 
with vector control is proposed here for TPMC, PWM technique is proposed for SPMC. A simulated EV charging 
station is assessed in MATLAB/ Simulink platform.  The results obtained here show a better power transfer to charge 
for a variety of EVs. Concluding that, the proposed charging station is able to provide a constant and convenient 
charging voltage, with prescribed total harmonic distortion (THD).

KEY WORDS: Battery Charging Station, Electric Vehicle, PWM Technique, Single and Three 
Phase Matrix Converter, THD, Venturini Algorithm.
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INTRODUCTION

Most of the vehicles running in the transport sector are 
still depends on liquid fossil fuels, which are slowly 
being depleted. Fifty percent of crude oil produced in the 

world are utilized by the vehicles in the transport sector. 
The continuous consumption of liquid fossil fuels will 
lead to increase the atmospheric absorptions of green 
house gases, such as carbon dioxide, carbon monoxide 
and nitrogen oxide. To sustain the green earth, electric 
vehicles (EVs) are started evolving, where emission of 
green house gases and the consumption of liquid fuels 
will be in decreasing order.  In this perspective, full 
electric vehicle (EV) or hybrid electric vehicles (HEV) have 
attracted attention as good solutions for the problems 
cited above. [Ali Saadon et.al,. 2019].
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1.4–1.9 kW of power and the time required for charging 
is 6–8 hours. This may be a DC power. The DC power 
here may be controlled voltage or uncontrolled voltage. 
Level 2 charging power is 7.7–25.6 kW, and it requires 
4–8 hours to fully charge the batteries of middle level 
EVs. The EV may be an electric car, where a single phase 
AC supply may be required. The Level 1 charging can 
draw a three phase power of 50–100 kW, and it requires 
1–3 h to fully charge the battery of a heavy duty EVs. 
[NREL Book 2013],  [Mehta Book 2010].

Matrix Converter: Matrix converter is employed for EV 
charging station [Harish et.al,. 2012]. Matrix converter 
is a single stage power transferring device capable of 
converting AC to AC. One of the prime advantage of 
matrix converter is it fulfills the necessities to provide a 
sinusoidal voltage at the load side and, it is also possible 
to vary to maintain unity power factor on the supply 
side. There is no DC link in matrix converter, as in the 
case of converter – inverter combination circuit and 
the matrix converter can be built in a full- one silicon 
structure [Venturini et.al,. 1989].

Three phase matrix converter (TPMC) consists of nine 
bi-directional switches which are arranged in terms of 
three sets of three. This arrangement makes that any 
of the three input lines can be connected to any of the 
three output lines. The inputs phase are Vi1, Vi2, Vi3 and 
the outputs phase are  Vo1, Vo2, Vo3. The matrix switching 
components s11, s12, …, s33 represent nine  bi-directional 
switches which are accomplish blocking of voltage in 
both directions and connects the switching without any   
delays. The matrix converter converts the three given 
inputs of constant amplitude, Vi and constant frequency, 
fi into controllable amplitudes, Vo and controllable 
frequency, fo  as output. This is possible in accordance 
with pre-calculated switching angles.

Several switching algorithm are available for TPMC, 
where Venturini’s modulation algorithm is most 
prominent algorithm with more flexibility. This algorithm 
also provides unity fundamental displacement factor at 
the input regardless of any load displacement factor. In 
Venturini algorithm, a set of three-phase input voltages 
with fixed amplitude and fixed frequency is considered, 
for manipulating the duty cycle of each of the nine 
bidirectional switches. The result thus obtained and when 
implemented allows the generation of a set of three-phase 
output voltages by sequential piecewise sampling of the 
input waveforms [Sunter et.al,. 2003].

Single phase matrix converter (SPMC) was derived by 
Zuckerberger earlier [Zuckerberger et.al,.  1997]. It has 
been shown that the SPMC could be realized as a direct 
AC-AC single-phase converter [Idris 2006], DC chopper, 
rectifier and inverter [Senthil Kumar et.al,. 2017]. For 
AC-DC and DC-AC conversion different converters are 

An electric motor produces traction power in vehicle, 
where batteries supplies electrical power to the motor. 
The battery charger receives power from the external 
electrical sources that charges the battery of the electric 
vehicle. The motor acts as a generator and provides 
power back to the batteries during regenerative braking. 
When compared to the battery discharging the vehicle 
slows down accordingly. As per the size and the recharge 
time of the battery, the speed and the driving range are 
limited. This depends on the charging method and the 
type of the battery [Clemente and Ottorino et al., 2015]. 
There are two charging techniques available for EVs, 
namely AC and DC charging. For AC charging, single-
phase or three-phase regulated AC power is required to 
an on-board AC–DC power converter in the EV. For DC 
charging, the DC power is directly fed to the battery of 
the EV through an off-board AC–DC power converter 
[Kawamura et.al,. 2012], [Arancibia et.al,. 2012]. 

The utilization of on-board chargers will certainly 
increase the effortless charging methods of the vehicle; 
meanwhile, off board chargers permit all usage of 
battery charging techniques with even higher rating 
circuits. As the name indicates, on-board charger is the 
comparatively faster than off board since it is a part of 
EVs, whereas an off board is an external unit belongs to a 
charging station. A typical off board charger may consist 
of multiple charging units, and is capable of supplying 
a preferred level AC / DC charging voltages.

The design of a consistent, proficient, high power capacity 
and variable level off board charging unit has become 
a great challenge, due to the cutting edge technologies 
in the production of EVs. The charging units of EVs 
consist of power electronic converter, which normally 
induces harmonics. The harmonics creates power quality 
(PQ) issues of the low-voltage (LV) distribution networks 
surrounded by the charging station. Hence for a reputed 
charging station, the quality of power delivered should 
be good, and more over it should not affect the quality 
of the distribution network.

Figure 1: Schematic representation of Electric Vehicle 
Charger

The existing EV chargers are capable to charge only in 
one level, and hence there is need of providing multi-
modes of EV charging station. Level 3 charging can draw 
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used, but in certain applications like uninterruptable 
power supply, two converters are required, one acting 
as rectifier, used to convert AC into DC for charging the 
batteries and another acting as inverter, used to supply 
regulated AC power from battery. [Ajay kumar Gola 
et.al,. 2009]

MATERIAL AND METHOD

The proposed EV charging station consist of Three Phase 
Matrix Converter (TPMC), Single Phase Matrix Converter 
(SPMC), Isolation Transformer, Venturini Pulse Generator 
for TPMC, PWM Pulse Generator with modified switching 
algorithm and other supplementary components. The 
schematic representation is shown in figure 1. Here four 
modes of output voltages are considered as charging 
points. The four charging points are mentioned as level 1, 
2, 3 and 4. The output of level 1 is regulated three phase 
AC supply, level 2 is single phase AC variable frequency 
supply, level 3 is unregulated DC supply and level 4 is 
regulated DC voltage. Therefore this charging unit is 
called as Universal EV charging station, which is suited 
for a multi mode off board charger. Two stage converters 
are proposed here, where TPMC transfer three phase AC 
input into variable three phase AC output as one stage. 
SPMC transfer single phase AC into variable AC/DC 
voltages as second stage. A unique PWM algorithm is 
generated and it is given to SPMC in order to perform 
as a rectifier unit and controlled converter unit.

Venturini Control Algorithm: A modified version of 
the Venturini algorithm is used here. This algorithm is 
distinct in terms of the three-phase input and output 
voltages at each sampling instant and is also convenient 
for closed loop operations [Sunter 1995]. For the real-
time implementation, any two of the three input voltages 
are to be measured. Then, Vim and ωit are calculated as 
shown in equation (1) and (2).

Similarly the target output peak voltage and the output 
position can be calculated as in equation (3) and (4), where 
VAB, VBC are the instantaneous input line voltages and va, 
vb, vc  are the output voltages per phase. Alternatively, in 
a closed loop system, voltage magnitude and angle may 
be direct outputs of the control loop. Then, the voltage 
ratio is calculated as in equation (5).

				    (5)

where q is the desired voltage ratio, and Vim is the peak 
input voltage. Triple harmonic terms are found

where qm is the maximum voltage ratio (0.866). Then, 
the three modulation functions for output of phase ‘a’ 
are given as

The modulation functions for the other two output 
phases, ‘b’ and ‘c’ are obtained by replacing vb and vc with 
va, respectively in equation (9) and (10). Note that the 
modulation functions have third harmonic components 
at the input and output frequencies added to them to 
produce output voltage, vo. This is a prerequisite to get 
the maximum possible voltage ratio. It should be noted 
that in equation (3) there is no prerequisite for the target 
outputs to be sinusoidal. In general, three phase output 
voltages and input currents can be defined in terms of 
the modulation functions in matrix form as

Output voltage per phase = M function*Input voltage 
per phase

					     (12)

Input current per phase = Transpose of M function*Output 
current per phase

					     (13)

where the superscript T mention a transpose vector, and 
M is the instantaneous input per phase to output per 
phase transfer matrix of TPMC. viph and voph represent 
the input and output phase voltage vectors, and iiph and 
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ioph represent the input and output phase current vectors. 
From Eqs. (12) and (13), the output-line voltages and 
input-line currents can be expressed as

Output line voltage = m-function*Input line voltage

					     (14)

Input line current = Transpose of m-function*Output 
line current

	
					     (15)

		
					     (16)

where MAa, MAb ,   are calculated as the displaced vectors 
of  MAa, MAb , MAc respectively. Similarly modulation 
index values of other two phases are calculated as given 
in equation (16).

(15) respectively. The switching frequency of the matrix 
converter is determined by the signal generator block 
(in this case fs = 2 kHz).

The block duty cycle generator, consist of logic gates and 
simple mathematical algorithms. Here the modulation 
functions are compared with the signal generator 
waveform, probably square or saw tooth at the input and 
arranged to have logic levels. Logic gates are used at the 
output to get three gate signals proportional to the duty 
cycle of the power switches for one output phase. It has 
three inputs [in (1), in(2) and in(3)] and one output. It 
operates in accordance with the following logic:

--- if in(2)>0 then the output signal is in(1) 
--- else output signal is in in(3).
Similarly nine switches are used in the “switch block” 
such a manner that the three phase output voltages is 
obtained. The simulated model of TPMC using MATLAB 
/ Simulink is shown in Fig.3.  All the switches utilized 
are ideal switches. Three phase uncontrolled AC power 
is transferred into controlled AC power.

Figure 2: Block diagram model of TPMC

Three Phase Matrix Converter Model: Figure 2 shows the 
model block diagram of the three phase matrix converter.  
The input variables of the matrix converter are the clock, 
input voltages (Vi) and target output voltages obtained 
from any controller, here the target voltages is given 
as second input (Vo). The input voltage block represent 
Eqn.(1) and (2). The target output block represents Eqn 
(3) and (4). The M function blocks, represent Eqs. (9), 
(10), and (11) for one phase, and similar three phase 
calculation are performed. ‘‘M functions’’ consists of the 
modulation functions and is taken out for calculating the 
output voltages and input currents using Eqs. (14) and 

Figure 3: 	Simulation of three phase matrix converter 
(TPMC)

Single Phase Matrix Converter Model: Single phase 
matrix converter (SPMC) consists of four bi-directional 

Figure 4: Basic circuit of a SPMC
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switches and a simple switching logic. A unique PWM 
algorithm is being developed to realize this converter 
as a single stage total power electronic converter. The 
basic circuit of single-phase matrix converter is shown in 
figure 4. It consist of four bi-directional switch connected 
in between a single phase AC input and to single phase 
AC output (load).

The four ideal switches are S1, S2, S3 and S4 capable of 
allowing current in both the directions, blocking forward 
and reverse voltages and also switching between its 
states. Each bi-directional switch consisting of two 
diodes and two IGBTs connected back to back [4]. The 
bi-directional switches have two basic rules: (i) do not 
connect two different input lines to the same output 
lines to avoid short circuit and (ii) do not disconnect 
the output lines to avoid open circuit. Normal sinusoidal 
PWM with a unique algorithm is used to amalgamate this 
converter. The converter is then executed in computer 
simulation model to explicate its basic behavior. The 
instantaneous input voltage is Vi (t) and its output voltage 
is Vo (t).  The AC input voltage is converted into variable 
amplitude or variable frequency AC voltage by varying 
the modulating frequency.

If the input signal is
Vi (t) = Vim cosωi t 			   (17)

Then, the fundamental output voltage will be

Vo(t) = Vom cosωot			   (18)

With a fundamental frequency

fo= fm− fi 				    (19)

where, fo=Output Frequency,  fm=Modulation Frequency, 
fi=Input Frequency.

Realization as rectifier and controlled rectifier (converter) 
is shown in figure 5, where input is AC and the output 
is either un-controlled DC or variable DC. Variable 
output is obtained by giving switching pulse at a delay. 
Figure 5(a) represents for positive half cycle and 5 (b) for 
negative half cycle. The bold line signifies the current 
conduction.

The Switching strategy for matrix converter acting as 
uncontrolled and controlled rectifier is represented in 
the table 1 above. The simulation of SPMC is presented 
in figure 6. It has four bi-directional switches, a pulse 
generation block and a clamp circuit.. A clamp circuit 
does not restrict the peak-to-peak expedition of the 
signal, but moves it up or down by a fixed value. Diodes 
are used for clamping and a capacitor is used to maintain 
an altered dc level at the clamper output. Hence the 
clamp circuit acts a protective device for converter. 
For simplicity, a resistive load is connected. Two way 
realizations are performed to extract uncontrolled 
rectifier and controlled rectifier.

Figure 5: (a) and (b)	Switching states as Rectifier and 
Converter

The switching combinations for a matrix converter are 
explained as, the state of the 4 bi-directional switches 
Sij(i = 1,2,3,4 and j = a,b) where ‘a’ and ‘b’ represent 
driver one and two respectively following the rules [4] 
below; At any time ‘t’, any two switches Sij below will 
be ON.

Table 1	. Switching strategy for SPMC

Figure 6: Simulation of single phase matrix converter 
(SPMC)

RESULTS AND DISCUSSION

Simulation result of TPMC (Level 1 & 2): The total EV 
charging station is realized in simulink platform and 
the results obtained are discussed here. The input three 
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phase AC supply is given to TPMC, whose specifications 
are listed below.

Input specifications of TPMC:  Input waveform is 
represented in figure 7.
Input Voltage, Vi = 311 V
Input Frequency, fi = 50 Hz
Vo/Vi = 50 %

Output target specifications of TPMC:
Switching Frequency, fs=2000 Hz 
Output Voltage, Vo=155 V
Output Frequency, fo=50 Hz

Level 1 output current  = 5 A, 50 Hz with THD content 
of 8.62%

Figure 7: 	Three phase AC input supply

Figure 8: 	Nine M – function waveforms of TPMC

Figure 9: 	Level 1 output current for phase A,B and C

Figure 10: Level 1-THD of one phase (A)

The modulation function created by venturini algorithm 
is shown in figure 8. These functions are used to 
create triggering pulses which, then are fed to the nine 
bidirectional switches of TPMC. The level 1 three phase 
currents are exposed in figure 9 and its THD component 
of one phase is depicted in figure 10. A single phase 
AC output of TPMC is taken outside as level 2. With 
suitable algorithm, the derived frequency is 10 Hz, 
which is represented in figure 11. This is level 2 type 
of charging.

Figure 11: Level 2 – variable frequency single phase AC 
voltage

Figure 12: Level 2 THD of variable frequency single phase 
AC
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The current waveform with its THD component of level 
2 is extracted as 4.45% which is in the prescribed limit 
of IEEE standards and is also depicted in figure 12.

Simulation result of SPMC (Level 3 & 4)

The specifications of SPMC: Input power is 100 V, 50 
Hz for SPMC, which is obtained from TPMC. The PWM 
signal is generated with an amplitude of triangular wave, 
Vc =1v and the amplitude of sine wave, Vref = 0.75v is 
compared. The modulation index is,

Mi=Vc/Vref=1/0.75=0.75. The switching frequency, fs 
=1.8 KHz. Resistive load, R = 10 Ohms.

SPMC acted as rectifier is depicted in figure 13, whose 
values are given below, which represents level 3 charging 
unit. It is noted that the voltage magnitude is fixed. 

Output Voltage, Vo = 100 V, DC
Output Current, Io=Vo/R=100/10 =10 A, DC in nature.

Figure 13: Level 3 voltage and current waveforms of 
rectifier

Figure 14: Level 4 voltage and current waveforms of 
controlled rectifier (converter)

SPMC acted as converter is depicted in figure 14, whose 
values are given below, which represents level 4 charging 
unit. Here the voltage magnitude can be varied by 
applying suitable triggering pulse.

Output Voltage, Vo = 100 V, DC, at 900pulse triggering 
(π/2 rad)

Output Current, Io=Vo/R=100/10 =10 A, DC at 900pulse 
triggering (π/2 rad)

Conclusion

The proposed multi mode EV charger was successfully 
simulated in simulink platform. The EV charger is able to 
provide a controllable and constant charging voltage for 
various EVs and is composed of four levels of charging: 
(i) Three phase variable magnitude AC supply, (ii) Single 
phase variable frequency AC supply, (iii) Fixed voltage DC 
supply and (iv) Variable voltage DC supply. A modulated 
Venturini algorithm satisfies accurate operation of 
TPMC for first two levels of charging. A new modulated 
switching strategy of SPMC gives the second two levels 
of charging states.  It is clear that the control algorithm 
perfectly regulates the output voltage of both TPMC and 
SPMC. At the same time, it also ensures a sinusoidal 
output current with minimum switching ripples and 
a prescribed low THD content. The results obtained 
demonstrate high performance total (multi mode) EV 
charging station. Thus all of the intension of an ideal 
EV charging was derived.
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1. Introduction 

It is renowned fact that the study involving fractional calcu- 

lus is an emerging area with wider applications in signal process- 

ing, mechanics, economics, biology, electro magnetics etc. In the 

field of science and engineering, fractional calculus act as a essen- 

tial tool in describing several complex phenomena. To get a few 

developments about the field, one can refer [1,10,12,15,17–20,22–

24,26,27,29–31,35,36,39,40] . 

As is well-known, the nonlocal problems are more desirable 

when compared with Cauchy problems [9,11,21,37,38] . In consider- 

ations with real life phenomena, generally, the physical changes of 

a system depends on both of its present and past state. In order to 

face certain situations, it is important to know the previous history 

of the function. 

Such systems are connected to delay differential systems. Neu- 

tral delay differential equations are considered as a branch of delay 

differential equations. It contains the derivative of the unknown 

function both with and without delays. In functional differential 

equations, the neutral type serves a major part and several delay 

systems are framed as neutral differential models. 
Fractional differential equation with delay features including 

nonlocal nature arises in certain domains like physical and med- 
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ical with non-constant delay or state-dependent delay and has 
drawn the attention [2,5–8,13,14,16,28,30,33,34] instance. Ravichan- 
dran et al. [33] investigated the existence of mild solutions of 
neutral differential system along state-dependent delay in Banach 
space. Further Aissani et al. [2] established sufficient conditions for 
the existence of mild solutions for fractional integro-differential 
inclusions with state-dependent delay. Besides Benchohra et al. 
[8] explored the existence of neutral systems with α-resolvent 
family. In particular Belmekki et al. [4] studied the existence of 
mild solutions for fractional semilinear functional differential sys- 
tem with state-dependent delay via of measure of noncompact- 
ness. Inspired by such instances, we consider the fractional neutral 
delay differential system in Banach space 

C D 

p 
z [ ω(z ) + H (z , ω(z − ρ(ω(z )))) ] = A [ ω(z ) + H (z , ω(z − ρ(ω(z )))) ] 

+ E (z , ω(z − ρ(ω(z )))) + 

∫ z 
0 

F (z − s ) ω(s ) ds, z ∈ h̄ := [0 , d] , (1.1) 

ω(z ) = φ0 (z ) + f (ω)(z ) , z ∈ [ −r, 0] , (1.2) 

where C D 

p 
z , derivative of fractional order with Caputo sense and 

0 < p < 1. In Banach space X , the linear operators A and ( F (z )) z ≥0 

are closed and dense. Here E , H are continuous functions as h̄ ×
C X ([ −r, 0] , X ) to X , f : C X ([ −r, 0] , X ) → C X ([ −r, 0] , X ) . Also ρ and φ0 ∈ 

C X ([ −r, 0] are continuous functions. 

The rest of this article arranged as: Section 2 , deals few funda- 

mental facts. In Section 3 , the existence of our nonlocal delay sys- 

tem derived using Mönch’s technique. In Section 4 , an illustration 

is given to explain our abstract conclusions. 
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2. Basic results 

Here, we discuss some basic definitions, lemmas and assump- 

tions. 

Definition 2.1. For p > 0 and for a function f , 

I p f (z ) = 

1 

�(p) 

∫ z 
0 

f (s ) (z − s ) −1+ p ds, z > 0 , 

defines the integral of fractional order p > 0 for the given function. 

Definition 2.2. Podlubny [27] For p > 0 and m − 1 < p < m, m ∈ N

and for a function f , 

(R −L ) D 

p 
0+ f (z ) = 

1 

�(m − p) 

(
d 

dz 

)m ∫ z 
0 

( z − s ) m −p−1 f (s ) ds, 

represents R-L fractional derivative for the given function. 

Definition 2.3. Podlubny [27] For p > 0 and f : [0 , ∞ ) → R , m −
1 < p < m, 

D 

p f (z ) = D 

p 

( 

f (z ) −
m −1 ∑ 

k =0 

z k 

k ! 
f (k ) (0) 

) 

defines the Caputo derivative of the given function. 

Remark 2.1. If f (z ) ∈ C m 

X [0 , ∞ ) and m − 1 < p < m, we have 

C D 

p f (z ) = 

1 

�(m − p) 

∫ z 
0 

f (m ) ( s ) ( z − s ) m −(p+1) ds = I m −p f (m ) (z ) . 

For any ω ∈ X , z ≥ 0 , ℵ ∈ (0 , ∞ ) , S p (z ) and T p (z ) are as follows: 

S p (z ) ω = 

∫ ∞ 

0 

ξp (ℵ ) S(z p ℵ ) ω dℵ , 

T p (z ) ω = p 

∫ ∞ 

0 

ℵ ξp (ℵ ) S(z p ℵ ) ω dℵ , 

where the probability density function defined by 

ξp (ℵ ) = 

1 

p 
ℵ 

−1 − 1 
p ω p (ℵ 

− 1 
p ) ≥ 0 , 

ω p (ℵ ) = 

1 

π

∞ ∑ 

m =1 

(−1) m −1 ℵ 

−mp−1 �(mp + 1) 

m ! 
sin (mπ p) . 

Lemma 2.1. Zhou and Jiao [41] S p (z ) and T p (z ) acquire the subse- 

quent properties. 

(i) Some fixed z ≥ 0 , for some ω ∈ X , ‖ S p (z ) ω‖ ≤ M 1 ‖ ω‖ and 
‖ T p (z ) ω ‖ ≤ M 1 p 

�(1+ p) ‖ ω ‖ . 
(ii) { S p (z ) , z ≥ 0 } , { T p (z ) , z ≥ 0 } are strongly continuous. 
(iii) S and T are equicontinuous provided S p (z ) z ≥0 is equicontinu- 

ous in X . 

Throughout the paper, we considered: B ( X ) , the space of bounded 
linear operators X in to X and ‖ N ‖ B ( X ) = sup { ‖ N(ω) ‖ : ‖ ω ‖ = 1 } . 
C X ( h̄ , X ) defines functions from � in to Banach space which are 

all continuous. Moreover L ∞ ([0 , d] , X) , bounded measurable functions 

with ‖ ω ‖ L ∞ 

= inf { ε > 0 : ‖ ω(z ) ‖ < ε, a.e. z ∈ [0 , d] } . 
Definition 2.4. Bana’s and Goebel [3] In X , the bounded subset 
X , 

the Kuratowski measure � : 
X → [0 , ∞ ) exemplified by 

�( B ) = in f 

{ 

ε > 0 : B ⊆
m ⋃ 

i =1 

B i , diam ( B i ) ≤ ε 

} 

;

where B ∈ 
X and 

(i) �( m 1 ) = 0 ⇔ m̄ 1 is compact 

(ii) �( m 1 ) = �( m 1 ) 

(iii) m 1 ⊂ m 2 ⇒ �( m 1 ) ≤ �( m 2 ) 

(iv) �( m 1 + m 2 ) ≤ �( m 1 ) + �( m 2 ) 

(v) �(K m 1 ) = | K | �( m 1 ) ;K ∈ R 

(vi) �(con v m 1 ) = �( m 1 ) 

Theorem 2.1. Monch and spaces [25] The closed convex subset V of X 
satisfies 0 ∈ V , the continuous function 
 : V → V and for every V 1 ⊆
V and 
 has a fixed point if 

V 1 = con v 
( V 1 ) ⇒ �( V 1 ) = zero . 

Lemma 2.2. Szufla [32] The closed convex subset V of C X ( h̄ , X ) . 
The continuous function F on � ×� and the Caratheodory function 

g : h̄ × C X ([ −r, 0) , X ) to X for any p ∈ L 1 ( h̄ , R + ) , for all z ∈ h̄ , D ⊂
C X ([ −r, 0] , X ) is bounded, we have 

lim 

k → 0 + 
�(g( h̄ z ,k × D )) ≤ p(z )�( D ) , where h̄ z ,k = [ z − k, z ] ∩ h̄ . 

If V 1 ⊆ V is equicontinuous, 

�

({∫ 
h̄ 

F (s, z ) g(s, w s ) ds ;ω ∈ V 1 

})
≤

∫ 
h̄ 
‖ F (z , s ) ‖ p(s )�( V 1 ( s ) ) ds. 

3. Main sequels 

Definition 3.1. ω : [ −r, d] → X is called the solution of (1.1) and 
(1.2) if 

∫ z 
0 (z − s ) p−1 ω(s ) ds ∈ D ( A ) , for z ∈ h̄ and 

∫ s 
0 (z − s ) p−1 F (s −

ν) T p (z − s ) H (ν, ω(ν − ρ(ω(ν)))) dν is integrable provided for z ∈ h̄ , 

ω(z ) = S p (z )[ φ0 (0) + f (ω)(0) − H (0 , φ0 (−ρ(ω(0))) + f (ω)(−ρ(ω(0)))] 

+ H (z , ω(z − ρ(ω(z )))) + 

∫ z 
0 

(z − s ) p−1 T p (z − s ) E (s, ω(s − ρ(ω(s )))) ds 

+ 

∫ z 
0 

(z − s ) p−1 T p (z − s ) 
(∫ s 

0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) dν
)
ds, z ∈ h̄ , 

ω(z ) = φ0 (z ) + f (ω)(z ) , z ∈ [ −r, 0] 

is satisfied. 

In order to achieve our outcomes, we introduce the subsequent 

hypotheses: 

H1 The functions E and H are Caratheodory. 

H2 Functions p, q ∈ L ∞ ([0 , d] , R + ) yields ‖ E (z , ω) ‖ ≤ p(z ) ×
( ‖ ω ‖ ∞ 

+ 1 ) , ‖ H ( z , ω) ‖ ≤ q (z )( ‖ ω ‖ ∞ 

+ 1 ) , for a.e z ∈ h̄ , ω ∈ 

C X ([ −r, 0] , X ) . 
H3 For all z ∈ [0 , d] and some z 1 , z 2 ∈ C X ([ −r, 0] , a constant L g > 

0 , such that 

‖ 

H (z , z 1 ) − H (z , z 2 ) ‖ 

≤ L g ‖ 

z 1 − z 2 ‖ X . 

H4 There is a function G (·) ω ∈ C X ([0 , d] , X ) , μ(·) ∈ L 1 ( h̄ , R 

+ ) 
provided that 

‖ 

G (s ) ‖ 

≤ μ(s ) , 0 ≤ s < z ≤ d. 



N. Valliammal, C. Ravichandran and K.S. Nisar / Chaos, Solitons and Fractals 138 (2020) 109912 3 

H5 For L f : [ −r, 0] → R 

+ , a continuous function and a constant N > 0 yields 

‖ 

f (ω)(z ) − f ( Y )(z ) ‖ 

≤ L f (z ) ‖ 

ω(z ) − Y (z ) ‖ 

, z ∈ [ −r, 0] 

and ‖ f (ω) ‖ [ −r, 0] ≤ N , for every ω ∈ C X ([ −r, 0] , X ) . 
H6 For all z ∈ h̄ , D ⊂ C X ([ −r, 0] , X ) is bounded, we have 

lim 

k → 0 + 
�

(
E ( h̄ z ,k × D ) 

)
≤ p(z )�( D ) , lim 

k → 0 + 
�

(
H ( h̄ z ,k × D ) 

)
≤ q (z )�( D ) . 

Theorem 3.1. Let H1 –H6 holds, the system (1.1) and (1.2) has atleast one solution on [ −r, d] provided 

M 1 [ ‖ 

φ0 (0) + N ‖ 

] + ‖ 

q ‖ L ∞ (1 + c) 
(
2 + 

M 1 d 
p 

�(p + 1) 

∫ d 
0 

μ(ν) dν
)

< 1 . 

Proof. Revert (1.1) and (1.2) with � : C X ([ −r, d] , X ) → C X ([ −r, d] , X ) as 

�(ω)(z ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

φ0 (z ) + f (ω)(z ) , z ∈ [ −r, 0] , 

S p (z ) 
[ 
φ0 (0) + f (ω)(0) − H (0 , φ0 (−ρ(ω(0))) + f (ω)(−ρ(ω(0))) 

] 
+ H (z , ω(z − ρ(ω(z )))) 
+ 

∫ z 
0 (z − s ) p−1 T p (z − s ) E (s, ω(s − ρ(ω(s )))) ds 

+ 

∫ z 
0 (z − s ) p−1 T p (z − s ) 

(∫ s 
0 F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) dν

)
ds, 

z ∈ h̄ . 

Let δ > 0 be such that 

δ ≥ M 1 [ ‖ 

φ0 (0) + N ‖ 

] + ‖ 

q ‖ L ∞ (1 + c) 
(
2 + 

M 1 d 
p 

�(p + 1) 

∫ d 
0 

μ(ν) dν
)
. 

Construct the set: 

E δ = { ω ∈ C X ([ −r, d] , X ) ; ‖ ω ‖ ∞ 

≤ δ} . 
It shows that E δ is closed, convex and bounded. Now consider the decomposition � = �1 + �2 of the operator � , as 

�1 (z ) = S p (z )[ φ0 (0) + f (ω)(0) − H (0 , φ0 (−ρ(ω(0))) + f (ω)(−ρ(ω(0)))] 

+ H (z , ω(z − ρ(ω(z )))) 

+ 

∫ z 
0 

(z − s ) p−1 T p (z − s ) 
(∫ s 

0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) dν
)
ds, 

�2 (z ) = 

∫ z 
0 

(z − s ) p−1 T p (z − s ) E (s, ω(s − ρ(ω(s )))) ds, 

Step 1: �1 is continuous completely. 

Consider the sequence { ω n } such that ω n → ω as n approaches to ∞ in C X ([ −r, d] , X ) , for some z ∈ h̄ , −r ≤ s − ρ(ω(s )) ≤ s, for all s ∈ � , 

we obtain 

‖ 

�1 ( ω n )(z ) − �1 (ω)(z ) ‖ 

≤ M 1 

[‖ 

f ( ω n )(0) − f (ω)(0) ‖ 

+ ‖ 

H (0 , φ0 (−ρ( ω n (0))) + f ( ω n )(−ρ( ω n (0))) − H (0 , φ0 (−ρ(ω(0))) + f (ω)(−ρ(ω(0))) ‖ 

]
+ ‖ 

H (z , ω n (z − ρ( ω n (z )))) − H (z , ω(z − ρ(ω(z )))) ‖ 

+ 

∫ z 
0 

(z − s ) p−1 ‖ 

T p (z − s ) ‖ 

(×) 

∥∥∥ s ∫ 
0 

F (s − ν) 
[ 

H (ν, ω n (ν − ρ( ω n (ν)))) − H (ν, ω(ν − ρ(ω(ν)))) 
] ∥∥∥dνds, 

‖ �1 ( ω n )(z ) − �1 (ω)(z ) ‖ → 0 as n → ∞ . Hence ‖ �1 ( ω n ) − �1 (ω) ‖ ∞ 

→ 0 as n → ∞ . This confirms �1 is continuous. 

Now, we show �1 is bounded. For every ω ∈ E δ and z ∈ h̄ , we observe 

‖ 

�1 (ω)(z ) ‖ 

≤ M 1 [ ‖ 

φ0 (0) + f (ω)(0) ‖ 

] + ‖ 

q ‖ L ∞ (c + 1) + ‖ 

q ‖ L ∞ (c + 1) 

+ 

M 1 d 
p 

�(1 + p) 
‖ 

q ‖ L ∞ (c + 1) 

∫ d 
0 

μ(ν) dν

≤ M 1 [ ‖ 

φ0 (0) ‖ 

+ N ] + 2 ‖ 

q ‖ L ∞ (c + 1) + 

M 1 d 
p 

�(1 + p) 
‖ 

q ‖ L ∞ (c + 1) 

∫ d 
0 

μ(ν) dν

= M 1 [ ‖ 

φ0 (0) ‖ 

+ N ] + ‖ 

q ‖ L ∞ (c + 1) 
(
2 + 

M 1 d 
p 

�(p + 1) 

∫ d 
0 

μ(ν) dν
)

≤ δ. 

Hence �1 ( E δ ) ⊂ E δ. In other side, we prove that �1 ( E δ ) is equicontinuous. For this need, let us consider λ1 , λ2 ∈ � such that λ2 > λ1 . 

Also for some ω ∈ E δ and ε > 0 small enough, we get 

‖ 

�1 (ω)(λ2 ) − �1 (ω)(λ1 ) ‖ 

≤ ‖ H (λ2 , ω(λ2 − ρ(ω(λ2 )))) − H (λ1 , ω(λ1 − ρ(ω(λ1 )))) ‖ 
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+ 

∥∥∥∫ λ2 

0 

( λ2 − s ) p−1 T p ( λ2 − s ) 

∫ s 
0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) d νd s 
∥∥∥

−
∥∥∥∫ λ1 

0 

( λ1 − s ) p−1 T p ( λ1 − s ) 

∫ s 
0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) d νd s 
∥∥∥

≤ L g ‖ 

λ2 − λ1 ‖ 

+ 

∥∥∥∫ λ1 −ε

0 

(
( λ2 − s ) p−1 T p ( λ2 − s ) − ( λ1 − s ) p−1 T p ( λ1 − s ) 

)
(×) 

∫ s 
0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) d νd s 
∥∥∥

+ 

∥∥∥∫ λ1 

λ1 −ε

(
( λ2 − s ) p−1 T p ( λ2 − s ) − ( λ1 − s ) p−1 T p ( λ1 − s ) 

)
(×) 

∫ s 
0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) d νd s 
∥∥∥

+ 

∥∥∥∫ λ2 

λ1 

( λ2 − s ) p−1 T p ( λ2 − s ) 

∫ s 
0 

F (s − ν) H (ν, ω(ν − ρ(ω(ν)))) d νd s 
∥∥∥. 

As ε, sufficiently small, ‖ �1 (ω)(λ2 ) − �1 (ω)(λ1 ) ‖ → 0 as λ1 → λ2 . This completes the need. 

Step 2: �2 is continuous completely. 

For some ω ∈ E δ, we have 

‖ 

�2 (ω)(z ) ‖ 

≤
∫ z 
0 

(z − s ) p−1 ‖ 

T p (z − s ) E (s, ω(s − ρ(ω(s )))) ‖ 

ds 

≤ M 1 p 

�(1 + p) 

∫ z 
0 

(z − s ) p−1 p(s )( ‖ 

ω(s ) ‖ C + 1) ds 

≤ M 1 d 
p 

�(1 + p) 
(c + 1) ‖ 

p ‖ L ∞ ≤ δ. 

Moreover �2 is continuous and �2 ( E δ ) ⊂ E δ . 

Now, we show that �2 ( E δ ) is equicontinuous. For this need, consider λ1 , λ2 ∈ � , λ2 > λ1 . Then for any ω ∈ E δ, ε > 0 and ε ≤λ1 ≤λ2 , we 

perceive that 

‖ 

�2 (ω)(λ2 ) − �2 (ω)(λ1 ) ‖ 

≤
∥∥∥∫ λ1 −ε

0 

(
(λ2 − s ) p−1 T p (λ2 − s ) − (λ1 − s ) p−1 T p (λ1 − s ) 

)
E (s, ω(s − ρ(ω(s )))) ds 

∥∥∥
+ 

∥∥∥∫ λ1 

λ1 −ε

(
(λ2 − s ) p−1 T p (λ2 − s ) − (λ1 − s ) p−1 T p (λ1 − s ) 

)
E (s, ω(s − ρ(ω(s )))) ds 

∥∥∥
+ 

∥∥∥∫ λ2 

λ1 

(λ2 − s ) p−1 T p (λ2 − s ) E (s, ω(s − ρ(ω(s )))) ds 

∥∥∥
≤ (c + 1) ‖ 

p ‖ L ∞ 
M 1 p 

�(1 + p) 

(∫ λ1 −ε

0 

(
(λ2 − s ) p−1 − (λ1 − s ) p−1 

)
ds 

+ 

∫ λ1 

λ1 −ε

(
(λ2 − s ) p−1 − (λ1 − s ) p−1 

)
ds + 

∫ λ2 

λ1 

(λ2 − s ) p−1 ds 

)
. 

As sufficiently small ε and λ1 → λ2 , ‖ �2 (ω)(λ2 ) − �2 (ω)(λ1 ) ‖ → 0 . So �2 ( E δ ) is completely continuous. 

Let v 1 ⊆ E δ , v 1 ⊂ con v ( �(v 1 ) ∪ { 0 } ) . Moreover v 1 is bounded, equicontinuous and κ → κ(z ) = �(v 1 (z )) is continuous on [ −r, d] . By H6 , 

for every z ∈ [ −r, d] , 

κ(z ) ≤ �( �(v 1 ) (z ) ∪ { 0 } ) ≤ �( �(v 1 (z ) ) 

≤ q (z )�(κ(z )) + 

∫ z 
0 

(z − s ) p−1 ‖ 

T p (z − s ) ‖ 

p(s )�(κ(s )) ds 

+ 

∫ z 
0 

(z − s ) p−1 ‖ 

T p (z − s ) ‖ 

∫ s 
0 

‖ 

F (s − ν) ‖ 

q (ν)�(κ(ν)) dνds 

≤ q (z )�(κ(z )) + 

M 1 p 

�(1 + p) 

∫ z 
0 

(z − s ) p−1 p(s )�(κ(s )) ds 

+ 

M 1 p 

�(1 + p) 

∫ z 
0 

(z − s ) p−1 

∫ s 
0 

μ(s − ν) q (ν)�(κ(ν)) dνds 

≤ q (z )�(κ(z )) + 

M 1 d 
p 

�(1 + p) 
‖ 

κ‖ ∞ 

(
‖ 

q ‖ L ∞ 

∫ d 
0 

μ(ν) dν + ‖ 

p ‖ L ∞ 

)
. 
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From the above discussions, we can have 

‖ 

κ‖ ∞ 

(
1 − M 1 d 

p 

�(1 + p) 

(
‖ 

q ‖ L ∞ 

∫ d 
0 

μ(ν) dν + ‖ 

p ‖ L ∞ 

))
≤ 0 . 

Finally, for each z ∈ [ −r, d] , ‖ κ‖ ∞ 

= κ(z ) = 0 . By applying Arzela 

theorem, v 1 is relatively compact in E δ . ∴ � has a fixed point. �

4. Example 

Recognize the system 

∂ p 

∂ z p 
[
ω(z , μ) − φ1 (z ) | ω(z − ν(ω(z , μ)) , μ) | 2 ]
= 

∂ 2 

∂ x 2 

(
ω(z , μ) − φ1 (z ) | ω(z − ν(ω(z , μ)) , μ) | 2 )

+ φ2 (z ) 
∣∣| ω(z − ν(ω(z , μ)) , μ) | 2 ∣∣

+ 

∫ z 
−r 

υ(z − s ) ω(s, μ) ds, for z ≥ 0 , z ∈ [0 , d] ; μ ∈ [0 , π ] , 

(4 . 1) 

ω(z , 0) = ω(z , π) = 0 ; z ∈ [0 , d] , (4 . 2) 

ω(ℵ , μ) = s 0 (ℵ , μ) ; −r ≤ ℵ ≤ 0 ; −νmax ≤ z ≤ 0 , (4 . 3) 

where φ1 and φ2 are continuous from [0 , z ] to R . Reverting (4.1)–

(4.3) of (1.1) and (1.2), consider X = L 2 ([0 , φ] , R ] , A : D ( A ) ⊂ X to X 
satisfies A ϑ = ϑ 

′′ . 

D ( A ) = 

{
ϑ ∈ X ;ϑ, ϑ 

′ are absolutely continuous ;ϑ 

′′ ∈ X , 

ϑ(0) = ϑ(π) = 0 } . 
Also, the normalized eigen functions of A are T m 

(μ) = √ 

2 
π sin (mμ) and 

(i) For 0 < p < 1 , (−A ) p : D (−A ) p ⊂ X → X provided (−A ) p ω = 

∞ ∑ 

m =1 

m 

2 p 〈 ω, �m 

〉 �m 

, for every ω ∈ D ( (−A ) p ) , D ( (−A ) p ) = {
ω ∈ X : 

∞ ∑ 

m =1 

m 

2 p 〈 ω, �m 

〉 �m 

∈ X 

}
. 

(ii) For ω ∈ X , T (z ) ω = 

∞ ∑ 

m =1 

e −m 

2 
(ω, �m 

) �m 

. 

(iii) { �m 

; m ∈ N } is an orthonormal basis in X . 

Therefore T (z ) , z ≥ 0 is uniformly bounded. Let the well de- 

fined continuous functions E (z , ζ ) μ = φ1 (z ) | ζ (μ) | 2 , H (z , ζ ) μ = 

φ2 (z ) | ζ (μ) | 2 , which allows to convert (4.1)–(4.3) in to (1.1) and 

(1.2). Hence there is a mild solution ω ∈ C X ( [ −r, d] , L 2 ) . 

5. Conclusion 

A neutral delay fractional differential system has been culti- 

vated with the existence results by the state of the art demon- 

strations. In depth involvement of noncompact measure and fixed 

point techniques, the interesting discussions arrived. Highly fitted 

illustration for the analytical result is offered at the end. Further, 

one can extend this study for controllability results with different 

domain. 
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Abstract
The investigation of existence and uniqueness of impulsive

dynamical fractional systems with quadratic perturbation

of second type subject to nonlocal boundary conditions is

presented and proved. By employing the fractional theory,

Banach contraction technique, and Krasnoselskii’s fixed

point theorem, we derived some sufficient conditions to

ensure the existence of our system. An example is offered

to enhance the applicability of the results obtained.

KEYWORDS

fixed point theorems, fractional derivatives and integrals,

hybrid differential equations, impulsive conditions, nonlo-

cal boundary conditions

1 INTRODUCTION

The fractional calculus has a deep-rooted history just like the traditionalistic calculus. It is the type

of calculus which dabbles with both differentiation and integration of arbitrary order. It has become

a significant field of investigation due to its numerous applications in applied sciences and engineer-

ing [1–8, 32, 33]. Recently, this field of mathematics has been receiving a great attraction of young

researchers and scientists. For knowing about the depth of this theory, one can refer to some famous

monographs on fractional calculus of Podlubny [9], Kilbas [10], and Miller [11], in which authors

specifically focused on the application part and discussed importance of the subject.

Numer Methods Partial Differential Eq. 2020;1–13. wileyonlinelibrary.com/journal/num © 2020 Wiley Periodicals LLC 1
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Studying the qualitative properties of differential equations in the framework of fractional deriva-

tives such as the existence and uniqueness, stability and controllability have pulled the attention of

many researchers. Since the fixed point theories play an important role in the existence uniqueness

issue, scientists have started to their contemporary result to fractional differential or integral equations

see [12–31, 34–39].

Dynamical systems with quadratic perturbation constitute a general class of hybrid differential

equations. Nowadays such type of hybrid dynamical systems have receiving a huge fame among the

researchers due to wide range of application of hybrid differential equations in several areas of real

life problems. The study of hybrid differential equations with nonlocal boundary constraints is a com-

mon kind of literature but it becomes special in case of added impulsive conditions of noninteger

order. Because of the geometrical complexity of the impulsive conditions, it is typical to diagnose

the dynamical systems when such conditions are included. In various scientific and engineering disci-

plines such as physics, chemistry, digital control system, automotive control, transportation systems,

mobile robotics, and so on can be seen easily. For more details once can read the articles related to

the applications of hybrid differential equations [40–44]. Sometimes it has found that the ordinary dif-

ferential equation cannot be solved directly and difficult to find out the analytical solution, thus, to

come out from this situation these perturbation techniques play an important role and can be helpful.

The growth of hybrid fractional differential equations can found in the following works where authors

proved the existence and uniqueness results by adopting Banach contraction principle.

Ahmad in [45] explained the existence and uniqueness results for following hybrid system involv-

ing the Hadamard fractional derivative. Furthermore, Mahmudov extended the above result [45] in

[46] for hybrid differential system of arbitrary order involving Caputo fractional derivative. El Allaoui

investigated the results for coupled system of hybrid differential equation in [47]. In continuation of

this study Houas [48] extensively studied the main results for the following coupled hybrid differential

system subject with integral boundary conditions

⎧⎪⎪⎪⎨⎪⎪⎪⎩

D𝛼1

(
u1(t)

g1(t,u1(t),u2(t))

)
= f1(t, u1(t), u2(t)), t ∈ [0, 1], 𝛼1 ∈ (0, 1)

D𝛼2

(
u2(t)

g2(t,u1(t),u2(t))

)
= f2(t, u1(t), u2(t)), t ∈ [0, 1], 𝛼2 ∈ (0, 1)

u1(0) = ∫ 𝜃1

0
A1(s)u1(s)ds, 𝜃1 ∈ (0, 1),

u2(0) = ∫ 𝜃2

0
A2(s)u2(s)ds, 𝜃2 ∈ (0, 1),

here D𝛼i , i = 1, 2 represents the Caputo’s derivative for noninteger order. Ai, i = 1, 2 are continuous

on [0, 1].

This article is distinguished among the five parts as follows: Section 2 represents the framework

and formulation of the hybrid model in which we defined the importance of this article and why we

needed to study hybrid kind models. Section 3 is devoted for recalling some fundamentals and needs

of basic definitions and lemmas. Section 4 is main part of this paper which presents the outcomes

with some appropriate assumptions and applying fixed point techniques. In Section 5, an illustration

is given to explain our abstract conclusions.
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2 PROBLEM FORMULATION AND DESCRIPTION

Motivated and provided by the aforementioned articles, we have considered the Caputo fractional

derivative cD𝛼
0+

with single starting point t = 0 of order 𝛼 ∈ (1, 2),

cD𝛼
0+

[
𝜔(t)

f (t, 𝜔(t))

]
= H(t, 𝜔(t)), t ∈ [0,P], t ≠ tk, (1)

Δ𝜔(tk) = Ik(𝜔(t−k )), k = 1, 2, … ,m, (2)

ΔcDq
[

𝜔(tk)
f (tk, 𝜔(tk))

]
= Jk(𝜔(t−k )), q ∈ (0, 1), k = 1, 2, … ,m, (3)

𝜔(0) = a1 − y(𝜔), a1 ∈ R, (4)

𝜔(P) = a2 − ∫
P

0

g(s)
[

𝜔(s)
f (s, 𝜔(s))

]
ds, a2 ∈ R, (5)

where the continuous functions are defined from f ∶ [0,P]×X → X∖{0} and H ∶ [0,P]×X → X. For

0 = t0 < t1 < · · ·< tm < tm + 1 = P, the impulsive functions Ik, Jk ∶ X → X are continuous and bounded

which characterize the jump of solutions at the impulsive point t = tk. Additionally Δ𝜔(tk) = 𝜔(t+k ) −
𝜔(t−k ) and ΔcDq

[
𝜔(tk)

f (tk ,𝜔(tk))

]
= cDq

[
𝜔(t+k )

f (t+k ,𝜔(t
+
k ))

]
− cDq

[
𝜔(t−k )

f (t−k ,𝜔(t
−
k ))

]
, 𝜔(t+k ) and 𝜔(t−k ) define the right and

left-hand limits of 𝜔(t) at t = tk, respectively, with 𝜔(t−i ) = 𝜔(ti). Here, 𝜔 ∶ X → X, representing a

nonlinear function and g ∶ [0,P] → X are also continuous functions.

Inspiration by the applications of hybrid dynamical systems, the present work initiates the study

of hybrid differential equations with quadratic perturbation of second type in abstract Banach space

involving two nonlinearities and derive the basic results by adopting Banach contraction technique and

Krasnoselskii’s fixed point theorem using some classical tools of functional analysis and fractional

calculus.

Definition 2.1 If a continuously differentiable function 𝜔 ∈ PC1
t ([0,P],X) fulfills:

𝜔(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f (t, 𝜔(t))
[∫ t

0

(t−s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds + a1 − y(𝜔)

− t
P

{∫ P
0

(P−s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds

+
∑m

i=1

Ii(𝜔(t−i ))
f (ti,𝜔(ti))

+ a1 − y(𝜔)

+
∑m

i=1(P − ti)
(

Γ(2−q)
ti1−q Ji(𝜔(t−i ))

)
+ a2−A(𝜔)

f (P,𝜔(P))

}]
, t ∈ [0, t1),

… ,

f (t, 𝜔(t))
[∫ t

0

(t−s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds

+
∑k

i=1

Ii(𝜔(t−i ))
f (ti,𝜔(ti))

+
(

P−t
P

)
(a1 − y(𝜔))

− t
P

{∫ P
0

(P−s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds +

∑m
i=1

Ii(𝜔(t−i ))
f (ti,𝜔(ti))

+
∑m

i=1(P − ti)
(

Γ(2−q)
ti1−q Ji(𝜔(t−i ))

)
+ a2−A(𝜔)

f (P,𝜔(P))

}
+
∑k

i=1(t − ti)
(

Γ(2−q)
ti1−q Ji(𝜔(t−i ))

)]
, t ∈ (tk, tk+1],

(6)
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where

A(𝜔) = 1

1 − 1

f (P,𝜔(P))
∫ P

0
tg(t)dt

[
∫

P

0

g(t)
(
∫

t

0

(t − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds
)

dt

+
k∑

i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti)) ∫

P

0

g(t)dt + (a1 − y(𝜔))∫
P

0

(P − t
P

)
g(t)dt

− 1

P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds +

m∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)
+ a2

f (P, 𝜔(P))

}
∫

P

0

tg(t)dt

+
k∑

i=1

(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)
∫

P

0

(t − ti)g(t)dt

]
,

then it is said to be the solution of problem (1)–(5).

3 PRELIMINARIES

To treat the impulsive conditions, define the space PCt = PC([0,P],X), t∈ [0, P], the functions 𝜔 ∶
[0,P] → X are continuous everywhere except finite number of points ti, i = 1, 2, … , m, where 𝜔(t+i )
and 𝜔(t−i ) exist provided 𝜔(t−i ) = 𝜔(ti) and

||𝜔||PCt = sup
t∈[0,P]

{||𝜔(t)||X, 𝜔 ∈ PC},

and PC1
t = PC1([0,P],X), t ∈ [0,P], the functions 𝜔 ∶ [0,P] → X are continuously differentiable

everywhere except finite number of points ti, i = 1, … , m, where 𝜔′(t+i ) and 𝜔′(t−i ) exist provided

𝜔′(t−i ) = 𝜔′(ti) and ||𝜔||PC1
t
= sup

t∈[0,P]
{||𝜔(t)||PC, ||𝜔′(t)||PC}.

Definition 3.1 [9] The fractional integral of order 𝛼 for g : [0,∞)→R is

I𝛼t g(t) = ∫
t

0

(t − s)𝛼−1

Γ(𝛼)
g(s)ds, t > 0, 𝛼 > 0,

provided the right side is point-wise defined on [0,∞).

Definition 3.2 [9] The Riemann–Liouville derivative of g : [0,∞)→R is

LD𝛼
t g(t) = 1

Γ(n − 𝛼)

(
𝑑

dt

)n

∫
t

0

(t − s)n−𝛼−1g(s)ds, t > 0, n − 1 < 𝛼 < n.

Definition 3.3 [9] The Caputo derivative of g : [0,∞)→R is:

cD𝛼
t g(t)= LD𝛼

t

[
g(t) −

n−1∑
k=0

tk

k!
g(k)(0)

]
, t > 0, n − 1 < 𝛼 < n.
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Remark 3.1 [9] If g(t)∈Cn[0,∞) for order n− 1<𝛼 < n, then

cD𝛼
t g(t) = 1

Γ(n − 𝛼) ∫
t

0

g(n)(s)
(t − s)𝛼+1−n ds = In−𝛼

t g(n)(t), t > 0.

Theorem 3.1 [49] Assume that S is a nonempty, closed convex, and bounded subset of
X and A ∶ X → X, B ∶ S → X be two operators provided

a. A is Lipschitzian with a function 𝜓 ,

b. B is continuous completely,

c. u = AuBv⇒ u∈ S for all v∈ S, and
d. 𝜓M < 1, with M = ||B(S)|| = sup{||Bu|| : u∈ S}.

Then AuBu = u has a solution in S.

Lemma 3.2 [9] Let 𝛼 > 0, then the differential equation
cD𝛼h(t) = 0,

has solutions h(t) = c0 + c1t + c2t2 + · · ·+ cn− 1tn− 1 and I𝛼cD𝛼h(t) = h(t) + c0 + c1t
+ c2t2 + · · ·+ cn− 1tn− 1 where ci ∈R, i = 0, 1, … , n− 1, n = [𝛼] + 1.

4 DISCUSSION ON MAIN RESULTS

For the purpose of deriving the existence of mild solution of the hybrid boundary value problem,

consider the following suppositions:

(A0) 𝜔 → 𝜔

f (t,𝜔)
is increasing function in X almost everywhere, t∈ [0, P].

(A1) f and H satisfy the Lipschitz conditions with L1, L2 > 0, that is

||f (t, 𝜔1) − f
(
t, 𝜐1

)||X ≤ L1||𝜔1 − 𝜐1||X,||H(t, 𝜔2) − H
(
t, 𝜐2

)||X ≤ L2||𝜔2 − 𝜐2||X,
where 𝜔i, 𝜐i ∈ X, i = 1, 2, and t∈ [0, P].

(A2) For M1 > 0 provided

||y(𝜔1) − y(𝜔2)||X ≤ M1||𝜔1 − 𝜔2||X, ∀𝜔1, 𝜔2 ∈ X.

(A3) For some functions h1, h2 ∶ [0,P] → X, Ω ∶ X → X is continuous and nondecreasing

function provided

∥ H(t, 𝜔, )∥X ≤ h1(t)Ω(∥ 𝜔∥X),
∥ f (t, 𝜔, )∥X ≤ h2(t)Ω(∥ 𝜔∥X),

where t ∈ [0,P], ∀𝜔 ∈ X.

(A4) For a constant M2 > 0 yields

||y(𝜔)||X ≤ M2, ∀𝜔 ∈ X.

(A5) 0≤ g(t)≤ 𝜂, and 1 − 𝜂P2

2f (P,𝜔(P))
≥ 0, ∀t, 𝜂 ∈ [0,P], 𝜔 ∈ X.
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Theorem 4.1 Assume that (A0)–(A5) hold and

𝜔 = 2P𝛼
Γ(𝛼 + 1)

(L1 ∥ h1 ∥ Ω(r) + L2 ∥ h2 ∥ Ω(r))
)
+ 2mL1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖
+ 2m ∥ h2 ∥ Ω(r)

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖ + 2{L1M2+ ∥ h2 ∥ Ω(r)M1}

+ 2mL1PqΓ(2 − q)||Ji(𝜔(t−i ))|| + 2m ∥ h2 ∥ Ω(r)PqΓ(2 − q) ∥ Ji(𝜔(t−i )) − Ji(𝜐(t−i )) ∥

+ 𝜂P
2f (P, 𝜔(P)) + 𝜂P2

{
3L2P𝛼
Γ(𝛼 + 1)

+ 3m
‖‖‖‖ Ii(𝜔(t−i ))

f (ti, 𝜔(ti))
−

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+ M1 + 2mPqΓ(2 − q)||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||}

≤ 1,

is fulfilled, Then the system (1)–(5) will possess a unique solution.

Proof. Define an operator  : PCt →PCt defined as

𝜔(t) = f (t, 𝜔(t))

[
∫

t

0

(t − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds +

k∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
(P − t

P

)
(a1 − y(𝜔))

− t
P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds

+
m∑

i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)
+ a2 − A(𝜔)

f (P, 𝜔(P))

}

+
k∑

i=1

(t − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)]

.

Using the dominated convergence theorem, the continuity of H and f implies the conti-

nuity of  at any 𝜔∈PCt. Hence  (PC([0,P]),X) ⊂ PC([0,P],X). Let us consider a

closed ball Br = {𝜔 ∈ PCt([0,P],X) ∶ ||𝜔||PC ≤ r} for some r ≥ 0. Accordingly,

∥ 𝜔(t)∥X ≤ [∥ f (t, 𝜔(t)) − f (t, 0) ∥ + ∥ f (t, 0) ∥]∫
t

0

(t − s)𝛼−1

Γ(𝛼)
∥ H(s, 𝜔(s)) ∥ ds

+
k∑

i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖ + ∣ P − t ∣
P

(a1+ ∥ y(𝜔) ∥)

+ ∣ t ∣
P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
∥ H
(
s, 𝜔(s)

)
∥ ds +

m∑
i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖
+

m∑
i=1

|P − ti| (Γ(2 − q)
∣ ti1−q ∣

∥ Ji(𝜔(t−i )) ∥
)
+ a2+ ∥ A(𝜔) ∥

f (P, 𝜔(P))

}

+
k∑

i=1

∣ t − ti ∣
(
Γ(2 − q)
∣ ti1−q ∣

∥ Ji(𝜔(t−i )) ∥
)
.

Using the given assumptions, we get

||𝜔(t)||PCt ≤ (L1r + F0 + 1)P𝛼
Γ(𝛼 + 1)

∥ h1 ∥ Ω(r)

+ 2m
‖‖‖‖ Ii(𝜔(t−i ))

f (ti, 𝜔(ti))
‖‖‖‖ + a1 + M2 + 2mPqΓ(2 − q) ∥ Ji(𝜔(t−i )) ∥ + a2 + 𝛾

f (P, 𝜔(P))
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≤ r.

Clearly,  maps Br into itself. For the contraction principle 𝜔, 𝜐 ∈ PC([0,P],X), and

t∈ [0, P], we have

∥ 𝜔(t) − 𝜐(t)∥X

≤ ‖‖‖‖‖f
(
t, 𝜔(t)

)
∫

t

0

(t − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds − f

(
t, 𝜐(t)

)
∫

t

0

(t − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜐(s)

)
ds
‖‖‖‖‖

+
‖‖‖‖‖‖f
(
t, 𝜔(t)

) k∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

− f
(
t, 𝜐(t)

) k∑
i=1

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖‖‖
+
||||P − t

P
|||| ||f (t, 𝜔(t))y(𝜔) − f

(
t, 𝜐(t)

)
y(𝜐)||+ ∥ f (t, 𝜔(t)) t

P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds

+
m∑

i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)

+ A(𝜔)
f (P, 𝜔(P))

}
− f (t, 𝜐(t)) t

P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜐(s)

)
ds

+
m∑

i=1

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜐(t−i ))
)
+ A(𝜐)

f (P, 𝜐(P))

}
∥

+
‖‖‖‖‖‖f
(
t, 𝜔(t)

) k∑
i=1

(t − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)
− f
(
t, 𝜐(t)

) k∑
i=1

(t − ti)
(
Γ(2 − q)

ti1−q Ji(𝜐(t−i ))
)‖‖‖‖‖‖

≤∥ f (t, 𝜔(t)) − f (t, 𝜐(t)) ∥ ∫
t

0

(t − s)𝛼−1

Γ(𝛼)
∥ H(s, 𝜔(s)) ∥ ds

+ ∥ f (t, 𝜐(t)) ∥ ∫
t

0

(t − s)𝛼−1

Γ(𝛼)
∥ H(s, 𝜔(s)) − H(s, 𝜐(s)) ∥ ds

+ ‖‖‖f (t, 𝜔(t)) − f (t, 𝜐(t)) ∥
k∑

i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖+ ∥ f (t, 𝜐(t)) ∥
k∑

i=1

∥
‖‖‖‖ Ii(𝜔(t−i ))

f (ti, 𝜔(ti))
−

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+
||||P − t

P
|||| [∥ f

(
t, 𝜔(t)

)
− f
(
t, 𝜐(t)

)
∥∥ y(𝜔) ∥ + ∥ f

(
t, 𝜐(t)

)
∥∥ y(𝜔) − y(𝜐) ∥]

+
|||| t
P
||||
[
∥ f
(
t, 𝜔(t)

)
− f
(
t, 𝜐(t)

)
∥
{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
∥ H
(
s, 𝜔(s)

)
∥ ds

+
m∑

i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖ +
m∑

i=1

∣ P − ti ∣
(
Γ(2 − q)

ti1−q ∥ Ji(𝜔(t−i )) ∥
)

+ ∥ A(𝜔) ∥
f (P, 𝜔(P))

}
+ ∥ f (t, 𝜐(t)) ∥

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
∥ H
(
s, 𝜔(s)

)
− H(s, 𝜐(s)) ∥ ds +

m∑
i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+

m∑
i=1

∣ P − ti ∣
(
Γ(2 − q)

ti1−q ||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||)
+ ∥ A(𝜔) − A(𝜐) ∥

f (P, 𝜔(P))

}]
+ ∥ f (t, 𝜔(t)) − f (t, 𝜐(t)) ∥

k∑
i=1

∣ t − ti
)
∣
(
Γ(2 − q)

ti1−q ||Ji(𝜔(t−i ))||)
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+ ∥ f (t, 𝜐(t)) ∥
k∑

i=1

∣ t − ti ∣
(
Γ(2 − q)

ti1−q ∥ Ji(𝜔(t−i )) − Ji(𝜐(t−i )) ∥
)
.

By the axioms (A0)–(A5), we obtain

∥ 𝜔(t) − 𝜐(t)∥PCt ≤
[

2P𝛼
Γ(𝛼 + 1)

(L1 ∥ h1 ∥ Ω(r) + L2 ∥ h2 ∥ Ω(r)) + 2mL1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖
+ 2m ∥ h2 ∥ Ω(r)

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+ 2{L1M2+ ∥ h2 ∥ Ω(r)M1} + 2mL1PqΓ(2 − q)||Ji(𝜔(t−i ))||
+ 2m ∥ h2 ∥ Ω(r)PqΓ(2 − q) ∥ Ji(𝜔(t−i )) − Ji(𝜐(t−i )) ∥

+ 𝜂P
2f (P, 𝜔(P)) + 𝜂P2

{
3L2P𝛼
Γ(𝛼 + 1)

+ 3m
‖‖‖‖ Ii(𝜔(t−i ))

f (ti, 𝜔(ti))
−

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+ M1 + 2mPqΓ(2 − q)||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||}] ∥ 𝜔 − 𝜐∥PCt

≤ 𝜔 ∥ 𝜔 − 𝜐∥PCt .

As 𝜔< 1, we emphasize that  satisfies the contraction principle, hence by Banach fixed

point theorem, (1)–(5) will have a unique solution. ▪

Theorem 4.2 If (A0)–(A5) are valid and the following hypothesis (A6) hold:

L1P𝛼
Γ(𝛼 + 1)

||h|| lim
r→+∞

Ω(r)
r

< 1.

Then the initial-boundary value problem (1)–(5) has at least one solution.

Proof. Let us consider the closed ball r = {𝜔 ∈ PCt([0,P],X) ∶ ||𝜔|| ≤ r} for some

r ≥ 0. Define P and T on r as

(P𝜔)(t) = f (t, 𝜔(t))

[ k∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
k∑

i=1

(t − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)

− t
P

{ m∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)}]

,

(T𝜔)(t) = f (t, 𝜔(t))
[
∫

t

0

(t − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds +

(P − t
P

)
(a1 − y(𝜔))

− t
P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds + a2 − A(𝜔)

f (P, 𝜔(P))

}]
.

Step 1: To prove, there exists r0 > 0 with P𝜔 + Q𝜐 ∈ r0
, for 𝜔, 𝜐 ∈ r0

. If

this were not true, then for each r> 0, for some 𝜔r, 𝜐r ∈r and tr ∈ [0, P] provided||(P𝜔r)(tr) + (T𝜐r)(tr)||> r. Hence

r < ||(P𝜔r)(tr) + (Q𝜐r)(tr)||
≤ (L1r + F0 + 1)P𝛼

Γ(𝛼 + 1)
∥ h1 ∥ Ω(r) + 2m

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖ + a1 + M2

+ 2mPqΓ(2 − q) ∥ Ji(𝜔(t−i )) ∥ + a2 + 𝛾
f
(
P, 𝜔(P)

.
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Dividing by r and applying the lower limit as r → ∞ ,

1 ≤ L1P𝛼
Γ(𝛼 + 1)

||h|| lim
r→+∞

Ω(r)
r
,

which shows contradiction to (A6). Thus, there exists r0 > 0 with P𝜔 + Q𝜐 ∈ r0
, for all

𝜔, 𝜐 ∈ r0
.

Step 2: For all t∈ [0, P] and 𝜔, 𝜐∈r, we obtain||(P𝜔)(t) − (P𝜐)(t)||
≤
‖‖‖‖‖‖f
(
t, 𝜔(t)

) k∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

− f
(
t, 𝜐(t)

) k∑
i=1

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖‖‖
+
‖‖‖‖‖‖f
(
t, 𝜔(t)

) k∑
i=1

(t − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)

−f
(
t, 𝜐(t)

) k∑
i=1

(t − ti)
(
Γ(2 − q)

ti1−q Ji(𝜐(t−i ))
)‖‖‖‖‖‖

+
‖‖‖‖‖‖f
(
t, 𝜔(t)

) t
P

{ m∑
i=1

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜔(t−i ))
)}

−f
(
t, 𝜐(t)

) t
P

{ m∑
i=1

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

+
m∑

i=1

(P − ti)
(
Γ(2 − q)

ti1−q Ji(𝜐(t−i ))
)}‖‖‖‖‖‖

≤ ||f (t, 𝜔(t)) − f
(
t, 𝜐(t)

)|| k∑
i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖ + ||f (t, 𝜐(t))||
k∑

i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+ ||f (t, 𝜔(t)) − f

(
t, 𝜐(t)

)|| k∑
i=1

|(t − ti)| (Γ(2 − q)
ti1−q ||Ji(𝜔(t−i ))||)

+ ||f (t, 𝜐(t))|| k∑
i=1

|(t − ti)| (Γ(2 − q)
ti1−q ||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||)

+
|||| t
P
||||
[
∥ f (t, 𝜔(t)) − f (t, 𝜐(t)) ∥

( m∑
i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖
+

m∑
i=1

|(P − ti)| (Γ(2 − q)
ti1−q ||Ji(𝜔(t−i ))||))]

+
|||| t
P
|||| [||f (t, 𝜐(t))||

( m∑
i=1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+

m∑
i=1

|(P − ti)| (Γ(2 − q)
ti1−q ||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||))] .

By the axioms (A0)–(A5), we have

||(P𝜔)(t) − (P𝜐)(t)|| ≤ [2mL1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖ + 2m||h2||Ω(r) ‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖
+ 2mL1PqΓ(2 − q)||Ji(𝜔(t−i ))||
+2m||h2||Ω(r)PqΓ(2 − q)||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||] ||𝜔 − 𝜐||PCt
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≤ 𝜔||𝜔 − 𝜐||PCt .

As 𝜔< 1, we emphasize that P is contraction mapping.

Step 3: Since the continuity of H implies T is continuous. It is enough to ensure, T
is a compact operator. By Theorem 4.1, it follows that T(r0

) is uniformly bounded on

PCt([0,P],X). Hence, we first move on to T(r0
) is equicontinuous. In this need, choose

for any tk <𝜍1 <𝜍2 < tk + 1, we have

||(T𝜔)(𝜍2) − (T𝜔)(𝜍1)||
≤ ‖‖‖‖‖f

(
𝜍2, 𝜔(𝜍2)

) [
∫

𝜍2

0

(𝜍2 − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds +

(P − 𝜍2

P

)
(a1 − y(𝜔))

− 𝜍2

P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds + a2 − A(𝜔)

f (P, 𝜔(P))

}]
− f (𝜍1, u(𝜍1))

[
∫

𝜍1

0

(𝜍1 − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds +

(P − 𝜍1

P

)
(a1 − y(𝜔))

− 𝜍1

P

{
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds + a2 − A(𝜔)

f (P, 𝜔(P))

}]‖‖‖‖‖
≤ ||h2||Ω(r) ‖‖‖‖‖

[(
∫

𝜍2

0

(𝜍2 − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds − ∫

𝜍1

0

(𝜍1 − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds
)

+(a1 − y(𝜔))
(P − 𝜍2

P
− P − 𝜍1

P

)
+
(
𝜍2

P
− 𝜍1

P

)
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds
]‖‖‖‖‖

≤ ||h2||Ω(r) ‖‖‖‖∫ 𝜍2

0

1

Γ(𝛼)
((𝜍2 − s)𝛼−1 − (𝜍1 − s)𝛼−1)H

(
s, 𝜔(s)

)
ds

− ∫
𝜍1

𝜍2

(𝜍1 − s)𝛼−1

Γ(𝛼)
H(s, 𝜔(s))ds + (a1 − y(𝜔))

(P − 𝜍2

P
− P − 𝜍1

P

)
+
(
𝜍2

P
− 𝜍1

P

)
∫

P

0

(P − s)𝛼−1

Γ(𝛼)
H
(
s, 𝜔(s)

)
ds
]‖‖‖‖‖ .

Therefore, ||(T𝜔)(𝜍2)− (T𝜔)(𝜍1)||→ 0 as 𝜍1 − 𝜍2 → 0. By employing Ascoli theorem, T
is a compact operator. Hence, there exists a fixed point for F on r by Krasnoselskii fixed

point theorem, which is the solution of (1)–(5). ▪

5 EXAMPLE

Consider the system as:

cD
3

2

0+

[
𝜔(t)

f (t, 𝜔(t))

]
= H(t, 𝜔(t)), t ∈ [0, 1], t ≠ (3

2

)
, (7)

Δ𝜔
(

3

2

)
= I
(
𝜔

(
3

2

))
, ΔcD

1

2

⎡⎢⎢⎣
𝜔

(
3

2

)
f
(

3

2
, 𝜔

(
3

2

))⎤⎥⎥⎦ = J
(
𝜔

(
3

2

))
, (8)

𝜔(0) = a1 − y(𝜔), 𝜔(1) = a2 − ∫
1

0

s
[

𝜔(s)
f (s, 𝜔(s))

]
ds. (9)
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Here, consider the hybrid boundary value problem with f (t, 𝜔(t)) = ∣𝜔(t)∣
18+et+t2

, H(t, 𝜔(t)) =
e−at∣𝜔(t)∣

(1+et)(1+|𝜔(t)|) , a > 0. It is also mention that y(𝜔) =
∑m

i=1 𝑑i𝜔(𝜁i), where 0<𝜁1 <𝜁2 < · · ·<𝜁m < 1

and di, i = 1, 2, … , m are positive constants with
∑m

i=1 𝑑i = 1

9
. We also choose that the positive real

constants a1 = a2 = 0. Now let us consider 𝜔, 𝜐∈PC and t∈ [0, 1]. Clearly

∣ f (t, 𝜔) − f (t, 𝜐) ∣≤ 1

19
∣ 𝜔 − 𝜐 ∣, ∣ H(t, 𝜔) − H(t, 𝜐) ∣≤ e−at

1 + et ∣ 𝜔 − 𝜐 ∣ .

Also we have

∣ y(𝜔) − y(𝜐) ∣≤ 1

9
∣ 𝜔 − 𝜐 ∣ .

It can also noted that

∣ H(t, 𝜔) ∣≤ e−at

2
, ∣ f (t, 𝜔) ∣≤ 1

18
,

with Ω(r) = 1. Here, consider 𝜔∈PC, then we get

∣ y(𝜔) ∣≤ 1

9
.

Since we can observe that all the given assumptions (A0)–(A5) are satisfied with L1 = 1

19
, L2 =

e−at

1+et , M1 = 1

9
, M2 = 1

9
, h1 = e−at

2
, h2 = 1

18
. Thus we can determine that

𝜔 = 2P𝛼
Γ(𝛼 + 1)

(L1 ∥ h1 ∥ Ω(r) + L2 ∥ h2 ∥ Ω(r)) + 2mL1

‖‖‖‖ Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

‖‖‖‖
+ 2m ∥ h2 ∥ Ω(r) ∥

Ii(𝜔(t−i ))
f (ti, 𝜔(ti))

−
Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

∥ +2{L1M2+ ∥ h2 ∥ Ω(r)M1}

+ 2mL1PqΓ(2 − q)||Ji(𝜔(t−i ))|| + 2m ∥ h2 ∥ Ω(r)PqΓ(2 − q)||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||
+ 𝜂P

2f (P, 𝜔(P)) + 𝜂P2

{
3L2P𝛼
Γ(𝛼 + 1)

+ 3m
‖‖‖‖ Ii(𝜔(t−i ))

f (ti, 𝜔(ti))
−

Ii(𝜐(t−i ))
f (ti, 𝜐(ti))

‖‖‖‖ + M1

+ 2mPqΓ(2 − q)||Ji(𝜔(t−i )) − Ji(𝜐(t−i ))||}
= e−at(0.03 + 0.07(1 + et)) + 0.105

‖‖‖‖‖‖‖
I
(
𝜔

(
3

2

))
f
(

3

2
, 𝜔

(
3

2

))‖‖‖‖‖‖‖ + 0.11

‖‖‖‖‖‖‖
I
(
𝜔

(
3

2

))
f
(

3

2
, 𝜔

(
3

2

)) −
I
(
𝜐

(
3

2

))
f
(

3

2
, 𝜐

(
3

2

))‖‖‖‖‖‖‖
+ 0.02 + 0.09 ∥ J

(
𝜔

(
3

2

))
∥ +0.14 ∥ J

(
𝜔

(
3

2

))
− J
(
𝜐

(
3

2

))
∥

+ 0.5

⎧⎪⎨⎪⎩
3e−at

1.33(1+ et)
+3

‖‖‖‖‖‖‖
I
(
𝜔

(
3

2

))
f
(

3

2
, 𝜔

(
3

2

)) −
I
(
𝜐

(
3

2

))
f
(

3

2
, 𝜐

(
3

2

))‖‖‖‖‖‖‖+ 0.11+1.76
‖‖‖‖J
(
𝜔

(
3

2

))
− J
(
𝜐

(
3

2

))‖‖‖‖
⎫⎪⎬⎪⎭

< 1.

Eventually, by using the statement of Theorem (4.1), (7)–(9) has unique solution on t∈ [0, 1].
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1. Introduction 

The generalization of traditional calculus to arbitrary order is 

fractional calculus; It has attracted several researchers with great 

potential in the current scenario because it is reliable and grow- 

ing, employing both theoretical and applied concepts. Valuable 

tools investigate the hereditary property and memory descrip- 

tion of various materials and processes from fractional calculus. 

The fractional derivatives were developed in the past epoch by 

Riemann–Liouville (R-L), Grünwald–Letnikov, Riesz, Erdélyi–Kober, 

Caputo, Hadamard, Hilfer, and others. In recent years, fractional 

differential equations have been considered as a beautiful, rich 

domain to be studied because of its applications in life sciences 

and to engineering, as is witnessed by blossoming literature. Sev- 

eral researchers expressed the natural derivatives of arbitrary or- 

der characterized by Riemann–Liouville and Caputo’s sense. One 

∗ Corresponding author. 

E-mail addresses: n.sooppy@psau.edu.sa , ksnisar1@gmail.com (K.S. Nisar), 

ravichandran@kongunaducollege.ac.in (C. Ravichandran). 

can find the results [5,8–10,15,16,19,20,29,34,37,43–47] and mono- 

graphs [1,13,18,21,24,26,48] . 

Recently, generalizations of both Caputo and R-L derivatives are 

introduced and reflected on equations of probability or mathemati- 

cal physics. The same was achieved with Hilfer definition proposed 

by Hilfer [13,14] . Shortly, it behaves as interpolator between Ca- 

puto and R-L derivative [3,11,17,30–32,35,36,38–41] . Hilfer parame- 

ter produces many types of stationary states and gives more de- 

grees of freedom related to an initial condition. It reacts to theo- 

retical simulation in glass-forming materials. To solve generalized 

fractional systems, Hilfer et al. [14] introduced applied operational 

calculus. Besides, Gu et al. [11] , Furati et al. [7] , investigated the 

nonexistence, existence, and stability sequels of nonlinear prob- 

lems with Hilfer derivative. 

Control theory generally deals with dynamic system behavior 

and becomes one of the essential tools in the method of mathe- 

matical control. Controllability defines the control system in terms 

of qualitative property and plays a significant role in the theory 

of control. Controllability deals with problems on optimal control, 

pole assignment, stability employing the corresponding system is 

https://doi.org/10.1016/j.chaos.2021.110915 
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controllable. It is a tool used to drive the system from its arbitrary 

initial to the final state. The contribution of controllability by sev- 

eral researchers may be referred to [4,6,20,22,23,33,34,44,46] , and 

references. The above articles refer to the investigation of control- 

lability on C 0 -semigroup with a dense operator that trivially meets 

Hille condition. To overcome real-life situations, one may go with 

non-dense operator, as suggested in Prato and Sinestrari [27] . On 

the other hand, optimal control of differential equations and inclu- 

sions with integer order is of interest for space technology and avi- 

ation. It also plays an important role in robotics, power plants, con- 

trol of chemical processes and movement sequence of sports. Prac- 

tically, optimization process can no longer be adequately modelled 

by integer order differential equations; instead differential equa- 

tions of fractional order are employed for their description. For in- 

stance, the memory and hereditary properties of blood flow, elec- 

trical circuits, bio-mechanics, signals can be well predicted and de- 

scribed by some fractional differential equations. One can refer to 

the results in Bahaa [2] , Harrat et al. [12] , Pan et al. [25] , Qin et al. 

[28] . 

In the year 2016, Yang and Wang [42] discussed the approx- 

imate controllability of Hilfer nonlocal differential inclusions of 

fractional order. Continuation of this in 2018, Du et al. [4] pub- 

lished an article regarding the controllability of nonlocal Hilfer 

fractional inclusion. In 2019, Vikram Singh [33] derived some re- 

sults on the controllability of non-dense Hilfer equation of frac- 

tional order. 

As per our vast search, there is no article found related to the 

investigation on controllability of non-dense HNFD which attracts 

us to make a study on the above-said title and followed by the 

problem as: 

D 

α,β
0+ [ z (θ ) − P(θ, z (θ ))] = A z (θ ) + Bu (θ ) + h (θ, z (θ )) , (1.1) 

I 
(1 −α)(1 −β) 
0+ z (0) = z 0 + φ(z ) , θ ∈ I = [ 0 , a ] . (1.2) 

D 

α,β
0+ denotes the derivative of fractional order in Hilfer sense 

with α ∈ (0 , 1) , β ∈ (0 , 1] as order and type respectively and ϑ = 

α + β − αβ . Here A : D A ⊂ Z → Z, the non-densely closed linear 

operator, i.e. if we assume the conditions of Hille–Yosida with the 

density exception, D A ∈ Z where D A , Z represents the domain of A 

and Banach space respectively. Also the appropriate functions P, h 

are defined as P : [0 , a ] × Z → D A ⊂ Z and h : ([0 , a ] × Z) → D A ⊂
Z . Also we consider the bounded linear operator B : U → Z and 

the control function u (·) with the Banach space L 2 [ I, U] of admis- 

sible control functions. 

This article is outlined as: 2nd section introduces some nota- 

tions and preliminary facts of semigroup theory, Mönch fixed point 

technique, fractional calculus and formulation of integral solution. 

In 3rd section, the uniqueness and controllability of integral solu- 

tions for (1.1) and (1.2) are established. 4th section refers to the 

existence of optimal control of our system. As a final part, in 5th 

section, a numerical analysis is given to compare the results with 

graphs. 

2. Preparatory discussions 

Let C(I, Z) be the space of continuous functions z (θ ) defined 

on I = [ 0 , a ] provided with || z || = sup 
θ∈I 

|| z (θ ) || . 
C 1 −ϑ (I, Z) = { z : Z → Z such that θ1 −ϑ z (θ ) ∈ C(I, Z) } , a Ba- 

nach space w.r.t. the norm || z || C 1 −ϑ 
= sup 

0 ≤θ≤a 

| θ1 −ϑ z (θ ) | . 
Here the basic definitions of Caputo and R-L derivatives are re- 

called: 

R −L D 

p 
0+ z(θ ) = 

d n 

dθn 
(z(θ ) ∗ q n −p (θ )) , (2.1) 

C D 

p 
0+ z(θ ) = 

d n 

dθn 
z(θ ) ∗ q n −p (θ ) , n − 1 < p < n, (2.2) 

where z ∈ C(I, Z) and ∗ denotes convolution of two functions. 

Definition 2.1 (see [13] ) . For α ∈ (n − 1 , n ) , n ∈ N; β ∈ (0 , 1] , we 

define the HFD as 

D 

α,β
0+ h (θ ) = I α(n −β) 

0+ 
d 

dθ
I (1 −α)(n −β) 
0+ h (θ ) = I α(n −β) 

0+ D 

β+ αn −βα
0+ h (θ ) 

where I α(n −β) 
0+ is R-L integral and 

D 

β+ αn −βα
0+ is R-L derivative. 

Lemma 2.2 (see [7] ) . If h ∈ C ϑ 
1 −ϑ 

[ r 1 , r 2 ] is such that D 

ϑ 
0+ h ∈ 

C 1 −ϑ [ r 1 , r 2 ] then 

I ϑ 0+ D 

ϑ 
0+ h = I α0+ D 

α,β
0+ and D 

ϑ 
0+ I ϑ 0+ h = D 

β(1 −α) 
0+ h, 

where α ∈ (0 , 1) , β ∈ (0 , 1] and ϑ = α + β − αβ. 

Lemma 2.3 (see [7] ) . If h ∈ C 1 −ϑ [ r 1 , r 2 ] and I 1 −ϑ 
0+ h ∈ C 1 

ϑ 
[ r 1 , r 2 ] 

then, 

I ϑ 0+ D 

ϑ 
0+ h (θ ) = h (θ ) − I 1 −ϑ 

0+ h (r 1 ) 

�(ϑ) 
(θ − r 1 ) 

ϑ−1 , ∀ θ ∈ (r 1 , r 2 ] , 

where α ∈ (0 , 1) , ϑ ∈ [0 , 1) . 

Remark 2.4 (see [11] ) . 

(i) For β = 0 , α ∈ (0 , 1) , D 

α, 0 
0+ corresponds to classical R-L deriva- 

tive: D 

α, 0 
0+ h (θ ) = 

d 
dθ

I 1 −α
0+ h (θ ) = 

R −L D 

α
0+ h (θ ) . 

(ii) If α ∈ (0 , 1) , β = 1 , D 

α, 1 
0+ corresponds to classical Caputo deriva- 

tive: 

D 

α, 1 
0+ h (θ ) = I 1 −α

0+ 
d 
dθ

h (θ ) = 

C D 

α
0+ h (θ ) . 

Lemma 2.5 (see [10] ) . We define κ( 	) = 

inf { ε > 0 , 	 has finite ε − net in Z } , the Hausdorff noncompact 

measure which satisfies: 

(1) κ( 	1 ) ≤ κ( 	2 ) , for all bounded subsets 	1 , 	2 of Z provided 

	1 ⊆ 	2 ;
(2) κ( 	) = 0 if and only if 	 is relatively compact in Z; 

(3) for every y ∈ Z, κ( { y } ∪ 	) = κ(	) , where 	 ⊆ Z is nonempty; 

(4) κ( 	1 + 	2 ) ≤ κ( 	1 ) + κ( 	2 ) , where 	1 + 	2 = 

{ y 1 + y 2 ; y 1 ∈ 	1 , y 2 ∈ 	2 } ;
(5) for any λ ∈ R, κ( λ	) ≤ | λ| κ( 	) ;
(6) κ( 	1 ∪ 	2 ) ≤ max { κ( 	1 ) , κ( 	2 ) } . 
Proposition 2.6. Let A 0 ⊂ A generate a strongly continuous semi- 

group {
 (θ ) } θ≥0 on Z 0 where Z 0 = D A satisfies A 0 y = Ay . 

Lemma 2.7 (See [16] ) . Let I be the set [ 0 , a ] , { z n } ∞ 

n =1 be a Bochner’s 

sequence from I to Z satisfying | z n ( θ ) | ≤ ˜ m (θ ) , θ ∈ I with n ≥
1 , as ˜ m ∈ L ( I, R + ) . Moreover, the function G ( θ ) = κ

({ z n ( θ ) } ∞ 

n =1 

)
in 

L ( I, R + ) fulfills 

κ

({∫ θ

0 

z n ( s ) ds : n ≥ 1 

})
≤ 2 

∫ θ

0 

G ( s ) ds. 

Consider Z 0 = D A and let A 0 be the characteristic element of A in 

Z 0 defined as 

D A 0 = { y ∈ D A : Ay ∈ Z 0 } , A 0 y = Ay. 

With reference [10] , we introduced some assumptions for fur- 

ther analysis. 

(H1) For couple of constants k ∈ R , M 0 satisfying (k, + ∞ ) ⊆ ρ(A ) , 

for each n ≥ 1 and λ > k, 

‖ (λI − A ) −n ‖ L (Z) ≤
M 0 

sup (λ − k ) n 
. 

2 
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(H2) There exists a constant M 1 > 1 such that sup 
θ∈ [0 , + ∞ ] 

|
 (θ ) | < M 1 . 

i.e. {
 (θ ) } θ> 0 is bounded and uniformly continuous. 

Now, for θ ≥ 0 we define, 

T α( θ ) = α

∫ ∞ 

0 

νψ χ ( ν) R ( θαν) dν, P α( θ ) = θα−1 T α( θ ) , 

S α,β ( θ ) = I β( 1 −α) 
0+ P α( θ ) . 

For ν ∈ (0 , ∞ ) , 

ψ χ (ν) = 

1 

χ
ν(−1 − 1 

χ ) W χ (ν− 1 
χ ) ≥ 0 , 

W χ (ν) = 

1 

π

∞ ∑ 

k =1 

(−1) k −1 ν−kχ−1 �( kχ + 1 ) 

k ! 
sin (kπχ) . 

Also, ψ χ refers to probability density function on (0 , ∞ ) . 

Lemma 2.8. (see [16] ). By (H2), 

(i) S α,β (θ ) , P α(θ ) satisfy 

| S α,β (θ ) | ≤ M θϑ−1 

�(ϑ) 
and | P α(θ ) | ≤ M θα−1 

�(α) 
, θ > 0 . 

(ii) For θ ≥ 0 , T α(θ ) is uniformly continuous. 

(iii) For z ∈ Z 0 , 0 < θ1 < θ2 ≤ a, { S α,β (θ ) } θ≥0 and { P α(θ ) } θ≥0 sat- 

isfy 

| S α,β (θ1 ) z − S α,β (θ2 ) z | → 0 and | P α(θ1 ) z − P α(θ2 ) z | → 0 

as θ2 → θ1 . 

Lemma 2.9. (see [7] ). For θ ∈ I, our model (1.1) and (1.2) reduces 

as, 

z (θ ) = 

[ z 0 + φ(z ) − P(0 , z (0))] 

�(ϑ) 
θϑ−1 + P(θ, z (θ )) 

+ 

1 

�(α) 

∫ θ

0 

(θ − s ) α−1 [ A z (s ) + h (s, z (s )) + Bu (s )] ds. (2.3) 

Lemma 2.10. Let z satisfy (1.1) and (1.2) . ∴ for θ ∈ I, we have z (θ ) ∈ 

D A . In particular, z 0 + φ(z ) ∈ D A . 

Definition 2.11. For each θ ∈ Z and h ∈ Z 0 , we define the integral 

solution of (1.1) and (1.2) as 

z ( θ ) = S α,β ( θ ) [ z 0 + φ( z ) − P ( 0 , z ( 0 ) ) ] + P ( θ, z ( θ ) ) + lim 

λ→∞ ∫ θ

0 

P α( θ − s ) B λ[ A P ( s, z ( s ) ) + Bu ( s ) + h ( s, z ( s ) ) ] ds , (2.4) 

where B λ = λ(λI − A ) −1 such that B λz = z as λ → ∞ . 

Lemma 2.12. (see [16] ). Let D be a closed and convex subset of Z, 

0 ∈ D . If F : D → Z is continuous and of Mönch type, i.e. F satisfies 

the condition θ ⊆ D , θ is countable and θ ⊆ co ( { 0 } ∪ F ( θ ) ) ⇒ θ is 

compact. Then F has at least one fixed point. 

3. Discussions on controllability 

To ensure the outcomes, the subsequent hypotheses are intro- 

duced: 

(H3) A function h : (I × Z) → Z satisfies: 

(i). For all θ ∈ I, h (θ, ·) : I → Z is continuous, for z ∈ Z, h (·, z ) : 
I → Z is strongly measurable. 

(ii). For functions m 1 ∈ L 
1 
q (I, R + ) , q ∈ (0 , α) and L h : [0 , ∞ ] → 

(0 , ∞ ) , nondecreasing and continuous, 

|| h (θ, z (θ )) || ≤ m 1 (θ ) L h (θ
1 −ϑ || z (θ ) || ) . 

Also lim 

r→∞ 

L h (r) 
r = L 

∗
h 
, for each (θ, z ) ∈ I × Z and m 

∗
1 

= max 

{ m 1 (θ ) } . 

(H4) There exists a constant l f 
∗

> 0 , such that for any bounded D 1 ⊆
Z, κ( f (θ, D 1 ) ) ≤ l f 

∗θ1 −ϑ κ(D 1 ) , almost everywhere θ ∈ I . 
(H5) P : (I × Z) → Z is bounded and Lipschitz continuous, which 

states that with some constants m g > 0 and L g ∈ (0 , 1) it sat- 

isfies 

‖P ( θ, z ( θ ) ) ‖ ≤ m g and ‖P ( θ, z 1 ( θ ) ) − P ( θ, z 2 ( θ ) ) ‖ 

≤ L g ‖ z 1 − z 2 ‖ , for all θ ∈ I. 

(H6) There exists a constant l p 
∗

> 0 , such that for any bounded D 1 ⊆
Z, κ( P(θ, D 1 ) ) ≤ l p 

∗θ1 −ϑ κ(D 1 ) , almost everywhere θ ∈ I . 
(H7) For any constant M 3 > 0 and for all z 1 , z 2 ∈ C, 

|| φ(z 1 ) − φ(z 2 ) || ≤ M 3 || z 1 − z 2 || C . 
(H8) W : L 2 (I, U) → Z defined as: 

W u = lim 

λ→ + ∞ 

∫ a 
0 

P α(a − s ) B λBu (s ) ds, 

is invertible with the inverse operator denoted by W 

−1 which 

takes values in L 2 (I, U) | ker W and for M b , M w ≥ 0 , provided 

that ‖ B ‖ ≤ M b , ‖ W 

−1 ‖ ≤ M w . 

(H9) For some l u 
∗

> 0 , such that κ(u (z, μ)) ≤
l u 

∗θ1 −ϑ ν(z, μ) κ(z(μ)) , a.e μ ∈ I with 

sup 
θ∈I 

∫ θ
0 ν(θ, μ) ds = ν∗ < ∞ . 

Here, we model u (θ, z ) as: 

u (θ, z ) = W 

−1 
[ 
z a − S α,β (a )[ z 0 + φ(z ) − P(0 , z (0))] − P(a, z (a )) 

− lim 

λ→∞ 

∫ a 
0 

P α(a − s ) B λ[ A P(s, z (s )) + h (s, z (s ))] ds 
] 
(θ ) 

with 

‖ u ( θ, z ) ‖ ≤ || W 

−1 
[
z a − S α,β ( a ) [ z 0 + φ( z ) − P ( 0 , z ( 0 ) ) ] − P ( a, z ( a ) ) 

− lim 

λ→∞ 

∫ a 
0 

P α( a − s ) B λ[ A P ( s, z ( s ) ) + h ( s, z ( s ) ) ] ds 

]
( θ ) || 

≤ M w 

[
‖ z a ‖ − M a ϑ−1 

�( ϑ ) 
‖ [ z 0 + φ( z ) − P ( 0 , z ( 0 ) ) ] ‖ − ‖P ( a, z 

( a ) ) ‖ − M a α−1 

�( α) 
|| lim 

λ→∞ 

∫ a 
0 

B λ[ A P ( s, z ( s ) ) + h ( s, z ( s ) ) ] ds || 
]

≤ M w 

[
‖ z a ‖ − M a ϑ−1 

�( ϑ ) 
ˆ M − m g 

−M a α−1 M 0 

�( α) 

∫ a 
0 

[‖ A ‖ m g + m 1 ( s ) L h 
(
s 1 −ϑ ‖ z ( s ) ‖ )]ds ]

≤ M w 

[
‖ z a ‖ − M a ϑ−1 

�( ϑ ) 
ˆ M − m g − M a αM 0 

�( α) 

[‖ A ‖ m g + m 

∗
1 L 

∗
h 

]]
≤ M w C 

∗
b , 

where C ∗
b 

= || z a || − M a ϑ−1 

�(ϑ) 
ˆ M − m g − M a αM 0 

�(α) 
[ || A || m g + m 

∗
1 
L 

∗
h 
] and 

ˆ M = || z 0 + φ(z ) − P(0 , z (0)) || . 
Let us consider the space E = { z : z ∈ C[ I, Z] } equipped with the 

uniform convergence topology. 

Theorem 3.1. If (H1)–(H6) hold, then (1.1) and (1.2) has a unique 

solution provided that 

M a ϑ−1 

�(ϑ) 
ˆ M + m g + 

M a αM 0 

�(α) 
[ || A || m g + M b M w C 

∗
b + m 

∗
1 L 

∗
h ] < ζ ∗, 

(3.1) 

and 

3 
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M a ϑ−1 

�( ϑ ) 
M 3 + L g + 

M a αM 0 

�( α) 

[‖ A ‖L g + m 1 ( a ) L h a 
1 −ϑ 

+ 

[
M a ϑ−1 

�( ϑ ) 
M 3 + L g + ‖ A ‖L g + m 1 ( a ) L h a 

1 −ϑ 

]]
< 1 . (3.2) 

Proof. Consider B ι(0 , E ) = { z ∈ Z, || z || ≤ ζ } . Then B ι(0 , E ) ⊂
C[ I, Z] is a closed, bounded and convex set. For η > 0 , define the 

operator �η : B ι(0 , E ) → B ι(0 , E ) as 

�η(z (θ )) = S α,β (θ )[ z 0 + φ(z ) − P(0 , z (0))] + P(θ, z (θ )) + lim 

λ→∞ ∫ θ

0 

P α(θ − s ) B λ

[ 
A P(s, z (s )) + Bu (s ) + h (s, z (s )) 

] 
ds. 

Here, we prove the existence and uniqueness by Banach contrac- 

tion principle. 

Step 1: �η : maps B ι(0 , E ) into itself. For z ∈ B ι(0 , E ) , 

‖ �η( z ( θ ) ) ‖ ≤ || S α,β ( θ ) [ z 0 + φ( z ) − P ( 0 , z ( 0 ) ) ] + P ( θ, z ( θ ) ) + lim 

λ→∞ 

×
∫ θ

0 

P α( θ − s ) B λ[ A P ( s, z ( s ) ) + Bu ( s ) + h ( s, z ( s ) ) ] ds || 

≤ M a ϑ−1 

�( ϑ ) 
ˆ M + m g 

+ 

M a α−1 M 0 

�( α) 

∫ a 
0 

[ ‖ A ‖ m g ] + M b ‖ u ( s ) ‖ + ‖ h ( s, z ( s ) ) ‖ ] ds 

≤ M a ϑ−1 

�( ϑ ) 
ˆ M + m g 

+ 

M a αM 0 

�( α) 

[‖ A ‖ m g + M b M w C 
∗
b + m 

∗
1 L 

∗
h 

]
≤ ζ ∗. 

∴ �η maps B ι(0 , E ) into itself. 

Step 2: For some z , w ∈ B ι(0 , E ) , 

|| �η(z (θ )) − �η(w (θ )) || ≤ || S α,β (θ )(φ(z )) − φ(w )) || 
+ ||P(θ, z (θ )) − P(θ, w (θ )) || 
+ lim 

λ→∞ 

∣∣∣∣∣∣ ∫ θ

0 

P α(θ − s ) B λ[
A P(s, z (s )) + Bu (s, z ) + h (s, z (s )) 

]
ds 

−
∫ θ

0 

P α(θ − s ) B λ

[
A P(s, w (s )) 

+ Bu (s, w ) + h (s, w (s )) 
]
ds 

∣∣∣∣∣∣
≤ M a ϑ−1 

�(ϑ) 
M 3 || z − w || + L g || z − w || + 

M a α−1 M 0 

�(α) 

×
[∫ a 

0 

|| A || ∣∣∣∣P(s, z (s )) − P(s, w (s )) 
∣∣∣∣ds + 

∫ a 
0 

M b 

×
∣∣∣∣u (s, z (s )) − u (s, w (s )) 

∣∣∣∣ds 
+ 

∫ a 
0 

∣∣∣∣h (s, z (s )) − h (s, w (s )) 
∣∣∣∣ds ]

≤ M a ϑ−1 

�(ϑ) 
M 3 || z − w || + L g || z − w || 

+ 

M a αM 0 

�(α) 

[
|| A ||L g + M b M w 

×
[ M a ϑ−1 

�(ϑ) 
M 3 + L g + || A ||L g + m 1 (a ) L h a 

1 −ϑ 
] 

+ m 1 (a ) L h a 
1 −ϑ 

]
|| z − w || 

≤
[
M a ϑ−1 

�(ϑ) 
M 3 + L g + 

M a αM 0 

�(α) 

[ 
|| A ||L g + M b M w 

[ M a ϑ−1 

�(ϑ) 
M 3 

+ L g + || A ||L g + m 1 (a ) L h a 
1 −ϑ 

] 
+ m 1 (a ) L h a 

1 −ϑ 
] ]

|| z − w || 
≤ μ∗|| z − w || , 
where μ∗ = 

M a ϑ−1 

�(ϑ) 
M 3 + L g + 

M a αM 0 
�(α) 

[ 
|| A ||L g + 

M b M w 

[ 
M a ϑ−1 

�(ϑ) 
M 3 + L g + || A ||L g + m 1 (a ) L h a 

1 −ϑ 
] 

+ 

m 1 (a ) L h a 
1 −ϑ 

] 
. 

Hence �η is contraction. ∴ �η has a unique solution on C[ I, Z] 

by Banach contraction principle. �

Lemma 3.2. If the hypotheses (H1)–(H9) hold, �η : z ∈ B ι(0 , E ) is 

equicontinuous. 

Proof. By Lemma 2.8 , S α,β (θ ) is strongly continuous on I . 
For z ∈ B ι(0 , E ) , θ1 , θ2 ∈ I and ε > 0 such that 0 ≤ ε < θ1 < θ2 ≤

a and there exists a δ > 0 such that if 0 < | θ2 − θ1 | < δ, then 

‖ (�ηz 
)
( θ2 ) −

(
�ηz 

)
( θ1 ) ‖ 

≤ || [ P ( θ2 , z ( θ2 ) ) − P ( θ1 , z ( θ1 ) ) ] + lim 

λ→∞ 

θϑ−1 
2 ∫ θ2 

0 
( θ2 − s ) 

α−1 
T α( θ2 − s ) 

×B λA [ P ( s, z ( s ) ) ] ds − θϑ−1 
1 

∫ θ1 
0 

( θ1 − s ) 
α−1 

T α( θ1 − s ) 

×B λA [ P ( s, z ( s ) ) ] ds || + || lim 

λ→∞ 

θϑ−1 
2 

∫ θ2 
0 

( θ2 − s ) 
α−1 

T α( θ2 − s ) B λ

×[ h ( s, z ( s ) ) ] ds − θϑ−1 
1 

∫ θ1 
0 

( θ1 − s ) 
α−1 

T α( θ1 − s ) B λ[ h ( s, z ( s ) ] ds || 

+ || lim 

λ→∞ 

θϑ−1 
2 

∫ θ2 
0 

( θ2 − s ) 
α−1 

T α( θ2 − s ) B λ[ Bu ( s ) ] ds 

−θϑ−1 
1 

∫ θ1 
0 

( θ1 − s ) 
α−1 

T α( θ1 − s ) B λ[ Bu ( s ) ] ds || 

≤ L g || θ2 − θ1 || + 

∣∣∣∣∣∣ lim 

λ→∞ 

θϑ−1 
2 

∫ θ2 

θ1 

(θ2 − s ) α−1 T α(θ2 − s ) 

×B λ

[ 
A P(s, z (s )) + h (s, z (s )) + Bu (s ) 

] 
ds 

∣∣∣∣∣∣
+ 

∣∣∣∣∣∣ lim 

λ→∞ 

∫ θ1 

0 

[ 
θϑ−1 
2 (θ2 − s ) α−1 − θϑ−1 

1 (θ1 − s ) α−1 
] 
T α(θ2 − s ) 

×B λ

[ 
A P(s, z (s )) + h (s, z (s )) + Bu (s ) 

] 
ds 

∣∣∣∣∣∣
+ 

∣∣∣∣∣∣ lim 

λ→∞ 

θϑ−1 
1 

∫ θ1 −ε

0 

(θ1 − s ) α−1 
[ 
T α(θ2 − s ) − T α(θ1 − s ) 

] 
×B λ

[ 
A P(s, z (s )) + h (s, z (s )) + Bu (s ) 

] 
ds 

∣∣∣∣∣∣
+ 

∣∣∣∣∣∣ lim 

λ→∞ 

θϑ−1 
1 

∫ θ1 

θ1 −ε
(θ1 − s ) α−1 

[ 
T α(θ2 − s ) − T α(θ1 − s ) 

] 
×B λ

[ 
A P(s, z (s )) + h (s, z (s )) + Bu (s ) 

] 
ds 

∣∣∣∣∣∣. 
Using absolute continuity by virtue of the Lebesgue convergence 

theorem and for ε sufficiently small || (�ηz )(θ2 ) − (�ηz )(θ1 ) || → 

0 as θ2 → θ1 . Hence �η is equicontinuous. �

Lemma 3.3. If the hypotheses (H1)–(H9) hold, �η : y ∈ B ι(0 , E ) is 

continuous provided that 

4 
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k ∗b 

[[ M a αM 0 

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] + m g 

] [ 
1 + 

M a αM 0 M b M w 

�(α) 

] ]
< 1 . 

(3.3) 

Proof. Step 1: �η(B ι(0 , E )) ⊂ B ι(0 , E ) . 

Suppose if it fails, for all ι > 0 , and z ι ∈ B ι(0 , E ) , θ ι ∈ I yields 

ι < || (�ηz 
ι)(θ ι) || C . 

Consider 0 < θ < θ ι such that lim 

ι→∞ 

ι∗
ι = k ∗

b 
, || z ι|| Z ≤ ι∗, we get 

ι < || (�ηz 
ι)(θ ι) || C 

< sup 
0 ≤θ ι≤a 

[
|| S α,β (θ ι)[ z 0 + φ(z ι) − P(0 , z (0))] || Z 

+ ||P(θ ι, z ι(θ ι)) || Z 
+ 

∣∣∣∣∣∣ lim 

λ→∞ 

∫ θ ι

0 

AP α(θ ι − s ) B λP(s, z ι(s )) ds 

∣∣∣∣∣∣
Z 

+ 

∣∣∣∣∣∣ lim 

λ→∞ 

∫ θ ι

0 

P α(θ ι − s ) B λBu (s, θ
ι) ds 

∣∣∣∣∣∣
Z 

+ 

∣∣∣∣∣∣ lim 

λ→∞ 

∫ θ ι

0 

P α(θ ι − s ) B λh (s, z 
ι(s )) ds 

∣∣∣∣∣∣
Z 

]

< 

M a ϑ−1 

�(ϑ) 

[ 
|| z 0 || + || φ(z ι) || − m g 

] 
Z 

+ m g ι
∗

+ 

|| A ||M a αM 0 m g ι∗

�(α) 
+ 

M a αM 0 ι∗m 

∗
1 L 

∗
h 

�(α) 

+ 

M a αM 0 M b M w 

�(α) 

[ 
|| z a || + 

M a ϑ−1 

�(ϑ) [ 
|| z 0 || + || φ(z ι) || − m g 

] 
+ m g ι

∗

+ 

M a αM 0 ι
∗

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] 

< 

M a ϑ−1 ˆ M 

�(ϑ) 
+ m g ι

∗ + 

M a αM 0 ι
∗

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] 

+ 

M a αM 0 M b M w 

�(α) [
|| z a || + 

ˆ M ι∗ + m g ι
∗ + 

M a α−1 M 0 ι
∗

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] 

]
. 

Dividing by ι and taking ι → ∞ , 

1 < k ∗b 

[
M a αM 0 

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] + m g + 

M a αM 0 M b M w 

�(α) 

[ m g + 

M a αM 0 

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] 

]

< k ∗b 

[
M a αM 0 

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] 

[ 
1 + 

M a αM 0 M b M w 

�(α) 

] 

+ m g 

[ 
1 + 

M a αM 0 M b M w 

�(α) 

] ]

< k ∗b 

[[ M a αM 0 

�(α) 
[ || A || m g + m 

∗
1 L 

∗
h ] + m g 

] 
[ 
1 + 

M a αM 0 M b M w 

�(α) 

] ]
, 

which contradicts the assumption (3.3) . Hence for ι > 0 , 

�η(B ι(0 , E )) ⊂ B ι(0 , E ) . 

Step 2: �η is continuous on B ι(0 , E ) . 

Let z k , z be in B ι(0 , E ) , for each k = 1 , 2 , ... provided lim 

k →∞ 

|| z k −
z || → 0 and lim 

k →∞ 

z k (θ ) → z (θ ) , for all θ ∈ I. ∴ 

lim 

k →∞ 

|| h (θ, z k (θ )) − h (θ, z (θ )) || → 0 . 

Using (H1) , for θ ∈ I, 

(θ − s ) α−1 || h (θ, z k (θ )) − h (θ, z (θ )) || ≤ (θ − s ) α−1 m 1 (s ) L h [ 
|| z k − z || 

] 
a.e s ∈ (0 , θ ) . 

Also for s ∈ (0 , θ ) and θ ∈ [0 , a ] , (θ − s ) α−1 m 1 (s ) L h 

[ 
|| z k − z || 

] 
is 

integrable. Moreover, ∫ θ

0 

(θ − s ) α−1 || h (s, z k (s )) − h (s, z (s )) || ds → 0 as k → ∞ . (3.4) 

Hence 

|| (�ηz k )(θ ) − (�ηz )(θ ) || ≤ a ϑ−1 

∣∣∣∣∣∣ lim 

λ→∞ 

∫ θ

0 

(θ − s ) α−1 B λT α(θ − s ) [ 
A [ P(s, z k (s )) − P(s, z (s ))] 

+[ h (s, z k (s )) − h (s, z (s ))] 

+ B [ u z k − u z ] 

] 
ds 

∣∣∣∣∣∣
≤ M a ϑ−1 M 0 

�(α) 

∣∣∣∣∣∣ ∫ θ

0 

(θ − s ) α−1 [ 
A [ P(s, z k (s )) − P(s, z k (s ))] 

+[ h (s, z k (s )) − h (s, z (s ))] 

+ B [ u z k − u z ] 

] 
ds 

∣∣∣∣∣∣. (3.5) 

By (3.4) and (3.5) , 

|| (�ηz k )(θ ) − (�ηz )(θ ) || → 0 as n → ∞ . 

Hence �η is continuous on B ι(0 , E ) . 

�

Theorem 3.4. If the hypotheses (H1)–(H9) hold, then the system 

(1.1) and (1.2) is controllable on I provided that 

l p 
∗θ1 −ϑ κ(S ) + 

2 MM 0 

�(α) 
( l p 

∗ + l f 
∗
) θ1 −ϑ 

[
1 + 

2 MM 0 M b M w 

�(α) 
l u 

∗ν∗
]

∫ a 
0 

(a − s ) α−1 κ(S ) ds < r. (3.6) 

Proof. In order to satisfy Mönch condition, construct the countable 

subset S of B ι(0 , E ) and S ⊂ co ({ 0 } ∪ �η(S )) , then we prove κ(S ) = 

0 . 

Let S = { z n } ∞ 

n =1 
. By Lemma 3.2 , we note that �η{ z n } ∞ 

n =1 
is 

equicontinuous on I, then 

S ⊂ co ({ 0 } ∪ �η(S )) is also equicontinuous on I. 

κ
(
u 
(
θ, { z n } ∞ 

n =1 

))
≤ κ

{ 

W 

−1 
[ 
z a − S α,β ( a ) [ z 0 + φ( z ) − P ( 0 , z ( 0 ) ) ] − P ( a, z ( a ) ) − lim 

λ→∞ 

×
∫ a 
0 

( a − s ) α−1 T α( a − s ) B λ

[
A P 

(
s, { z n ( s ) } ∞ 

n =1 

)
+ h 

(
s, { z n ( s ) } ∞ 

n =1 

)]
ds 

]}

≤ l u 
∗ν( θ ) 

2 MM 0 M w 

�( α) 

×
∫ a 
0 

( a − s ) α−1 κ
([
A P 

(
s, { z n ( s ) } ∞ 

n =1 

)
+ h 

(
s, { z n ( s ) } ∞ 

n =1 

)])
ds 

5 
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≤ l u 
∗ν( θ ) 

2 MM 0 M w 

�( α) 

∫ a 
0 

( a − s ) α−1 
(
l p 

∗ + l f 
∗)
s 1 −ϑ κ

({ z n ( s ) } ∞ 

n =1 

)
ds . 

Also by Lemma 2.7 , 

κ
(
�η

({ z n ( θ ) } ∞ 

n =1 

))
= κ

{
S α,β ( θ ) [ z 0 + φ( z ) − P ( 0 , z ( 0 ) ) ] 

+ P 

(
θ, { z n ( θ ) } ∞ 

n =1 

)
+ lim 

λ→∞ 

∫ θ

0 
( θ − s ) 

α−1 
T α( θ − s ) B λ[

A P 

(
s, { z n ( s ) } ∞ 

n =1 

)
+ Bu ( s ) + h 

(
s, { z n ( s ) } ∞ 

n =1 

)]
ds 

}
≤ κ

(
P 

(
θ, { z n ( θ ) } ∞ 

n =1 

)
+ lim 

λ→∞ 

∫ θ

0 
( θ − s ) 

α−1 
T α( θ − s ) 

×B λ

[
A P 

(
s, { z n ( s ) } ∞ 

n =1 

)
+ h 

(
s, { z n ( s ) } ∞ 

n =1 

)]
ds 

+ lim 

λ→∞ 

∫ θ

0 
( θ − s ) 

α−1 
T α( θ − s ) B λ

[
Bu 

(
s, { z n ( s ) } ∞ 

n =1 

)]
ds 

)

≤ l p 
∗θ1 −ϑ κ

({ z n ( θ ) } ∞ 

n =1 

)
+ 

2 MM 0 

�( α) 

∫ a 
0 

( a − s ) 
α−1 

(
l p 

∗ + l f 
∗)
s 1 −ϑ 

×κ
({ z n ( s ) } ∞ 

n =1 

)
ds + 

2 MM 0 M b 

�( α) 

∫ a 
0 

( a − s ) 
α−1 κ(

u 
(
s, { z n ( s ) } ∞ 

n =1 

))
ds 

× κ
({ z n ( s ) } ∞ 

n =1 

)
ds + 

2 MM 0 M b M w 

�( α) 

∫ a 
0 

( a − s ) 
α−1 

×
[
l u 

∗ν( s ) 
2 MM 0 

�( α) 

∫ a 
0 

( a − ξ ) 
α−1 

(
l p 

∗ + l f 
∗)
s 1 −ϑ 

κ
({ z n ( ξ ) } ∞ 

n =1 

)
dξ

]
ds 

×
∫ a 
0 

( a − s ) 
α−1 

[
l u 

∗ν( s ) 
2 MM 0 

�( α) 

∫ a 
0 

( a − ξ ) 
α−1 

(
l p 

∗ + l f 
∗)
s 1 −ϑ κ

({ z n ( ξ ) } ∞ 

n =1 

)
dξ

]
ds 

≤ l p 
∗θ1 −ϑ κ( S ) + 

2 MM 0 

�( α) 

(
l p 

∗ + l f 
∗)θ1 −ϑ 

×
[
1 + 

2 MM 0 M b M w 

�( α) 
l u 

∗ν∗
]∫ a 

0 
( a − s ) 

α−1 κ( S ) ds . 

Using Mönch condition, 

κ(S ) ≤ co ({ 0 } ∪ �η(S )) = κ( �η(S )) 

≤ l p 
∗θ1 −ϑ κ(S ) + 

2 MM 0 

�(α) 
( l p 

∗ + l f 
∗
) θ1 −ϑ 

[
1 + 

2 MM 0 M b M w 

�(α) 
l u 

∗ν∗
]∫ a 

0 

(a − s ) α−1 κ(S ) ds. 

Using Grownwall’s inequality, we conclude that κ(S ) = 0 . By 

Lemma 2.12 , we observe that �η has a fixed point in B ι(0 , E ) . 

Hence the system (1.1) and (1.2) has a fixed point satisfying z (a ) = 

z a . Therefore, (1.1) and (1.2) is controllable on [0 , a ] . �

4. Results on optimal control 

Consider the Lagrange problem (LP): Find a control (z 0 , u 0 ) ∈ 

C 1 −ϑ ([0 , b] , X ) ×U ad provided that J (z 0 , u 0 ) ≤ J (z , u ) , for all u ∈ 

U ad with 

J (z , u ) = 

∫ b 
0 

L (θ, z (θ ) , u (θ )) dθ

where U ad denotes an admissible control set. Here z is the solution 

of the system (1.1) and (1.2) corresponding to the control u ∈ U ad . 

To analyze the problem (LP) we assume the subsequent hypothe- 

ses: 

(H10) (i) The functional L : J × X ×U → R ∪ {∞} is Borel measurable; 

(ii) L (t, ·, ·) is sequentially lower semicontinuous on X ×U for 

almost all t ∈ J; 

(iii) L (t, x, ·) is convex on U for each x, y ∈ X for almost all t ∈ J; 

(iv) There exist constants d ≥ 0 , j > 0 , μ is nonnegative and μ ∈ 

L P (J, R ) such that 

L (θ, z , u ) ≥ μ(θ ) + d|| z || C + j|| u || p 
U 
. 

Theorem 4.1. If (H1)–(H10) hold, then LP has at least one optimal 

pair. 

Proof. If inf {J (z , u ) | (z , u ) ∈ C 1 −ϑ (J, X ) ×U ad } = + ∞ , then the proof 

is trivial. Suppose 

inf {J (z , u ) | (z , u ) ∈ C 1 −ϑ (J, X ) ×U ad } = γ < + ∞ . 

By (H6), we get γ > −∞ . By infimum definition, there exists a 

minimizing sequential pair { (z n , u n ) } ⊂ A ad , the set of all admis- 

sible state control pairs (z , u ) such that J (z n , u n ) → γ as n → + ∞ . 

Since { u n } ⊆ U ad for all n ∈ N, it is clear that { u n } is bounded on 
L P (J, U) . Using the reflexive property, we show that there exists 

a sub-sequence, { u 0 } ∈ L P (J, U) such that { u n } weakly converges to 

{ u 0 } in L P (J, U) . Since U ad is closed and convex, by Mazur’s lemma, 

u 0 ∈ U ad . 

Let { z n } be the solution sequence of the integral equation 
z n (θ ) = S α,β (θ )[ z 0 + φ( z n ) − P(0 , z (0))] + P(θ, z n (θ )) + lim 

λ→∞ ∫ θ

0 

P α(θ − s ) B λ

[ 
A P(s, z n (s )) + Bu n (s ) + h (s, z n (s )) 

] 
ds. 

By using Lemma 2.8 , the boundedness of { u n } and follow- 

ing Theorem 3.4 , { z n } is a relatively compact subset of C 1 −ϑ (J, X ) . 

Therefore there is a function z 0 ∈ C 1 −ϑ (J, X ) such that 

z n → z 0 ∈ C 1 −ϑ (J, X ) . (4.1) 

Using (H3), (H5), (H7) and Eq. (4.1) with dominated conver- 

gence theorem, we get 

∫ 
θ
0 P α(θ − s ) h (s, z n (s )) ds → 

∫ θ

0 

P α(θ − s ) h (s, z 0 (s )) ds, 

∫ 
θ
0 P α(θ − s ) A P(s, z n (s )) ds → 

∫ θ

0 

P α(θ − s ) A P(s, z 0 (s )) ds, 

and φ( z n ) → φ( z 0 ) . 

By above-said terms, we infer that 

z n (θ ) → z 0 (θ ) = S α,β (θ )[ z 0 + φ( z 0 ) − P(0 , z (0))] + P(θ, z 0 (θ )) 

+ lim 

λ→∞ 

∫ θ

0 

P α(θ − s ) B λ[ 
A P(s, z 0 (s )) + Bu 0 (s ) + h (s, z 0 (s )) 

] 
ds, 

where z 0 represents the solution sequence of the system (1.1) and 

(1.2) corresponding to u 0 . Using (H10) and Balder’s theorem, we 

get 

(z , u ) → 

∫ b 
0 

L (θ, z (θ ) , u (θ )) dθ

is sequentially lower semicontinuous in the weak topology of 

L P (J, X ) . We conclude that J is weakly lower semicontinuous on 

L P (J, X ) . By (H10(iv)), J attains its infimum at u 0 ∈ U ad , that is, 

lim 

n →∞ 

∫ b 
0 

L (θ, z n (θ ) , u n (θ )) dθ ≥
∫ b 
0 

L (θ, z 0 (θ ) , u 0 (θ )) dθ ≥ γ . 

�
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Fig. 1. Numerical approximation for R-L (Hilfer with β = 0 ) form. 

Fig. 2. Numerical approximation for Hilfer ( β = 0 . 5 ) form. 

Fig. 3. Numerical approximation for Caputo (Hilfer with β = 1 ) form. 

Fig. 4. Numerical approximation for α = 0 . 25 . 

7 
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Fig. 5. Numerical approximation for α = 0 . 5 . 

Fig. 6. Numerical approximation for α = 0 . 75 . 

Fig. 7. Numerical approximation for α = 0 . 75 , α = 1 . 

5. Numerical analysis 

Consider the problem 

D 

α,β
0+ [ y (t) −

sin (y (t)) 

40 
] = Ay (t) + 

e −t sin (y (t)) 

4 
, (5.1) 

I 
(1 −α)(1 −β) 
0+ y (0) = 1 + cos y, t ∈ I = [0 , 1] , (5.2) 

Consider D (A ) = { y ∈ C 2 ([0 , 1] , R ) : y (0) = y (1) = 0 } , Ay = y ′′ 
where H : C([0 , 1] , R ) provided with the uniform topology and 

A : D (A ) ⊂ H → H. 

A successive approximation of (5.1) and (5.2) is 

y n (t) = 

[ 
1 + cos y + 

sin (y (0)) 
40 

] 
t θ−1 

�(θ ) 

+ 

sin (y n −1 (t)) 

40 
+ 

1 

�(α) 

∫ t 
0 

(t − s ) α−1 e 
−s sin (y n −1 (s )) 

4 
ds, 

where ϑ = α + β − αβ and n varies from 1 to 6. 

By Remark 2.4 , we analyze the numerical approximation for 

existence of three types of solutions. Figs. 1–10 represent the 

solutions in Riemann–Liouville, Hilfer and Caputo’s forms and 

8 
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Fig. 8. Numerical approximation for α = 0 . 75 . 

Fig. 9. Numerical approximation for α = 0 . 75 , α = 1 . 

Fig. 10. Numerical approximation for α = 0 . 75 . 

also the comparison among them for the different values of α = 

0 . 25 , 0 . 5 , 0 . 75 and β = 0 , 0 . 5 , 1 . 

6. Conclusion 

This manuscript illustrates the controllability of neutral Hilfer 

fractional derivative with non-dense domain in a Banach space us- 

ing semigroup theory, fixed point approach, and fundamentals of 

fractional calculus. Our theorem ensures the effectiveness of con- 

trollability and optimal control of the system concerned. Finally, 

numerical analyses have been done to compare the solution in dif- 

ferent criteria of parameters. One can elevate this theory via some 

additional inclusions and different fixed point approaches. 
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Abstract 
Graph theory is a part of mathematical analysis which studies the relationships between 
fundamental results in several fields with pure mathematics. The goal of this research is 
two - fold: first, to grasp the fundamental concepts of graph theory, second, to emphasise 
the importance of graph theory thru a practical case which was used as a framework 
investigation as well as character development of the structural brain system, similar to 
how machine learning can be used to apply models based on factors spatial information. 
Data pre - processing, associations, attributes, and techniques are some of the approaches 
used in this approach. The pictures from the Magnetic Resonance Imaging (MRI) device 
are used to demonstrate an automatic tool for performing a typical process. Pre-
processing, graph creation for every area with various associations, mapping, essential 
extraction of features based on literature review, and lastly offering a collection of 
machine learning models which can give interpretable findings for clinicians or experts 
are all part of a process. This research will examine the most viable method of graph 
theory in numerous domains to emphasize the impact of graph theory. A summary of 
graph theory issues pertinent to their ideas and tactics is also included in this study. 
 
Keywords: Graph Theory, Applications, Computational Intelligence, Set Theory, 
Representations 

 
1. INTRODUCTION 
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When a theory is used in actual life, it will be more significant. Arithmetic modelling is the 
use of statistical methods or instruments to depict or simulate real-world problems. One such 
technique for representing real-world objects and activities called graph theory. Graphs have 
some of the most used patterns with both environmental & man-made structures. A graph is 
indeed a geometrical formal expression of vertex that connect pairings of vertex which is 
used to depict the connection amongst items. Graphs could be used to represent a variety of 
real concerns. In economic, industrial, ecological, & computer programming domains, they 
will be used to depict a variety of relationships underlying operation dynamics.  
Along with its experience in a variety domain including such knowledge discovery and 
picture processing, communications & code technique, grouping & sequencing, and 
optimization techniques & operations, the graph idea has really become a core of engineering 
and innovation. Using graph theory to solve a fundamental condition is the same as 
estimating solutions to source of actual scenario. Graph theory is indeed a subfield of 
mathematics education that studies the properties and characteristics of graphs [1]. It shows 
the elements' interconnections. A few of the advantages of graph theory is that it provides a 
common framework for a range of issues. It just gives you graph techniques to solve this 
issue. The vertex or node indicates the objects throughout all domains wherein graph are 
employed for modelling, while the edge indicates the relationships among the objects. The 
Konignberg bridging challenge is where graph theory begins. The answer to some well 
conundrum gave rise to the concept of Eulerian graph. 
Euler examined this Konignberg bridges challenge & discovered a workable approach in 
1736, when he published Euler's resolution to the Konigsberg bridging challenge, now known 
as the Eulerian graph [2]. Mobius proposed the full graphs with bipartite graph in 1840, and 
Kuratowski used leisure puzzles to show that they have been plane. Kirchhoff invented the 
concept of trees (a linked graphs having no loops) in 1845, and he is using graph concepts to 
estimate voltages and power within electronic systems. Gutherie created the well-known four-
color dilemma in 1852. Later, in 1856, Hamilton studied polyhydra loops & came up with the 
concept of the Hamiltonian graphs via looking at journeys which visits specific places 
precisely only one time. 

 
2. GRAPH THEORETIC NOTATIONS 

 
It is required to be knowledgeable with all elementary concepts throughout the graph to get a 
strong understanding about graph theory. A graph is indeed an ordered pair G = (V, E) that 
contains a subset V comprising node vertex and a set E of edges that connect the node in V. 
Graphs get their name from the fact that they're being represented graphically, and this 
graphical depiction helps us grasp many of their characteristics. In graphic representations of 
graphs, nodes are represented by spots or tiny spheres. A graph's edge is composed of 2 node 
(e.g., n1, n2). Edges are usually represented graphically as curving or vertical/horizontal lines 
connecting the spots associated with the corresponding nodes. Points which sharing edges are 
mostly referred to as neighboring or neighbors. Occurrence to every one of the pair of nodes 
refers to such an edge which connects 2 node. Adjacent edge would be those who intersect at 
a specific layer. The vertex in Fig.1 were Ve = a,b,c,d,e as well as the edges were 
(a,b),(a,c),(a,d),(b,e),(c,d),(d,e). 
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Figure 1: Graph 

Definition 1: A bipartite graph is one in which the vertex set Ve(T) is made up of bipartitions X 
and Y, with the intersections of A and B being the empty set as well as the intersection with 
A or B being Ve(T). A bipartite graph's corner subset is made up entirely of lines of one 
endpoint in A and the other in B. The nodes of a network shown in Figure 5 could be split into 
2 groups: A = D,C and B = E,F. Set A nodes only connect with set A nodes, & conversely. 
Entities in same subset will not link together. As a result, it was a bipartite graph. 

 

 

 

 

Figure 2: bipartite graph 

Definition 2: A full bipartite graph was defined as a network in which each point of group A is 
connected to every point of group B, as shown in Figure 3 

 
Figure 3: A complete bipartite 

 
Definition 3: A sub-graph T0 of T, often known as T0 T, is a graph where almost every edges 
& vertex within T0 is indeed present in T. Figure 4 shows how this works. 
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Figure 4: Graphs (B), (C) and (D) are subgraphs of the graph (A) 

Definition 4: Assume that D⊆ E is a sub-set of T's nodes group. The generated sub-graph T0 
= T[U] then is made up of node within D as well as solely these edges from T that have all 
these endpoints in D. 

 

Figure 5: Graphs (B) is induced subgraphs of the graph (A) 

Definition 5: A graph walk is also an alternate ordered set of nodes, with links displayed near to 
vertices acting as incidence edges to certain nodes. The number of edges in the array refers to the 
length of a path. If the path draws to a close in which it began, it is considered completed. 

 

 

 

 

 

 

Figure 6: Example for walks in graph 1-2-3-6-5-4 

Definition 6: A route inside a graph G is a sub-graph of T with V(Path) = i0,i1,i2,...,ik and 
E(Path) = i0i1,i1i2,...,ik1ik, wherein i0,i1,...,ik are unique graph vertices. The vertices i0 and ik 
are known as Path's endpoints. The number of vertices throughout the pathway determines its 
length, as well as a shorthand method for denoting pathways has become an ordered set with 
vertices (e.g. Path = i0i1...ik). Since no node were duplicated throughout the path, it is thus a 
route. 
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Figure 7: An example path in the graph 1-2-4-5-6 
 
 

3. MATHEMATICAL REPRESENTATION OF THE GRAPH 

The adjacency matrix is a arithmetical description for a graph. The adjacency matrix seems to be 
a a 2D array which each square represents whether or not 2 nodes are connected. Whenever 
there is a link among the two nodes, cell include '1', & because there's not, cells contain '0.' 
Whenever self-edges really aren't permitted, diagonal cells have '0.' And for graph shown in 
Figure 1, Figure 8 illustrate the adjacency cell matrix. 

 

Figure 8: Adjacency Matrix for the Graph 

Controlling Sets (CS) is a word that is used frequently in graph theory . A CS for a graph T= 
(Ve, E) is indeed a collection Ve′ of Ve in which every vertex which isn't in Ve′ is linked with at 

least single component of Ve′ by an edge [4]. A controlling set of size 3 is shown in Figure 9, 
with the red node p, q, and r forming the controlling sets. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Dominating Set 
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 A Minimal Dominant Set (MDS) is a Controlling Sets that has the shortest cardinality between 
all the CS of T. MDS of size 2 is depicted in Figure 17, with the dark lines forming MDS. 
 
 
 
 
 
 
 
 
 
 

Figure 10: Minimum Dominating Set 

Remember that even a node covering C is really a sub-set of the vertices in something like a 
simplified given Graph T that has at minimum 1 endpoint in C in each edge. As a result, in the 
dispute graph T, the goal is to find a min node overlap (it is an NP-complete problem). Lets take 
a glance at a particular instance of a Snps assembling dilemma from [8] and show how the nodes 
covers approach can help us solve it. A single system alteration within DNA is called a Single 
Nucleotide Polymerase reaction (SNPR, called "snip"). The most prevalent form of genomic 
variations in human chromosome is considered to be SNPs ( 91 percent of all human DNA 
polymorphisms). 
 

This is how the SNPR Assembly Challenge is described. An SNPR assembly is indeed a trio (F, 
G, H), where F = f1,..., fn is a collection of n SNPRs, G = g1,..., gm is a subset of m segments, 
and H is a connection G: FG 0, A, B that specifies if an SNPR fi F does not appear on a 
fragmentation gj G (marked by 0) and if it does, the non-zero number of fi (A or B). 2 SNPs fi 
and fj are said to be in conflict if there are two fragments Gk and Gl with the same non-zero 
value in H(fi, gk), H(fi, gl), H(fj, gk), H(fj, gl) and the opposite non-zero value in H(fj, gl). The 
objective is to end as few SNPs as feasible in order to remove any disputes. Figure 10 depicts the 
simple guidelines from [7]. It's worth noting because H is only specified for such a sub-set of 
FG derived from experimental data. For example, since H (f1, g2) = B, H (f1,g5) = B, H (f5, g2) 
= B, H (f5, g5) = A, f1 and f5 are in dispute.  (f4, g1) = A, H (f4, g3) = A, H (f6, g1) = B, H(f6, 
g3) = A, hence f4 & f6 are in dispute once more. Similarly, the table makes it simple to compute 
all pairings of opposing SNPRs. Figure 11 depicts the conflicts graph relating to this 
SNPR assembling difficulty.  

 
  
 
 
 
 
 
 
 

Figure 11: The conflict graph for SNP assembly problem 
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The minimum node coverage throughout the dispute graph are now determined using the nodes 
covering methodology. The no of nodes 6 is provided as an input, accompanied by adjacency 
matrix including its graph shown in Figure 12. If another nodes fi & fj use an edge throughout 
the dispute graph, the item in column j and row i of the adjacency matrix is one, otherwise it is 
zero.  

 

Figure 12: The input for the vertex cover algorithm 

Two unique minimum vertex coverings are discovered by the vertex software. 

 
 
 
 
 
 
 
 
 
 
 

Figure 13: Minimum Vertex Cover: f1, f2         Figure 14: Minimum Vertex Cover: f2,f3 

As a result, whether removing f1, f2 or removing f2, f3 addresses the SNP assembling challenge. 
Figure15 illustrates an image of a graph demonstrate the html page. The title, images, & phrases 
are used to mark the borders. 

 

 
 

Figure 15: Web document – Graph representation 
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Whenever entities pass the border from one detector, i.e. the sensing area of one detector, then 
join the sensing zone of yet another detector, the preceding detector must correctly communicate 
this to the adjoining detector. The detecting strength is determined by the incidence rates among 
two adjacent detectors. The system is described as just an undirected weighted network T(DeT, 
ET, WT) wherein v corresponds to DeT and edge (u,v) belongs to ET, assuming that perhaps the 
device's transmit power is broad enough so the two neighbours can interact directly with one 
another. The detectors are represented by D, whereas the neighbours are represented by u,v. 
WT(u,v) is the EG's weighed edge of (u,v). The idea of wraps was employed by the scholars. 

 

 
 

Figure 16: Voronoi diagram with regions 

4. RESULTS 
 

Whenever the methodology was put into practice, a testing based on photos from either a prior 
migraines project was conducted.  

Table 1 Graph theory results. 

Char Area Controls 

N(M/SL) 

SD(M/SL) Sporadic 
Migraine 

N(M/SL) 

SD(m/SL) Medication  

abuse 

N(M/SL) 

SD(M/SL) 

 

X 

91 

118 

1.0678/1.0602 

1.0655/1.093 

0.234/0.342 

0.032/0.477 

1.09/1.098 

1.08/1.089 

0.013/0.023 

0.013/0.003 

1.079/1.054 

1.066/1.075 

0.014/0.04 

0.012/0.031 

M 91 

118 

1.004/1.045 

1.003/1.05 

0.003/0.008 

0.003/0.006 

1.095/0.323 

1.098/0.008 

0.008/0.002 

0.004/1.02 

1.006/1.045 

1.005/1.031 

0.001/0.007 

0.002/0.005 
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N 

 

91 

118 

0.993/0.895 

0.994/0.865 

0.005/0.283 

0.003/0.012 

0.997/0.987 

0.8976/0.98 

0.001/0.9 

0.993/0.84 

0.994/0.05 

0.9953/0.884 

0.003/0.015 

0.003/0.014 

 

From the data in Table 1, a classification with different classifiers, areas, and correlations was 
To accomplish so, a research containing 91 & 118 segments of AAL areas, necessarily coincide, 
and SL with either the following criteria: X=1, M=1, N=5, and Pr=0.06 is incorporated into the 
technique. After 45 random iterations of a dataset, most values are standardized. The outcomes 
of a graph theory computations are shown in Table 1. With every one of the groups. The 3 
characteristics average score & standard deviation were investigated. The findings are supplied 
for all of the parts (118), as well as 91 explanatory segments. 

A categorization using several classifier, regions, and relationships were carried out using the 
data from Table 1. Table 2 indicates the results. The results of accuracy and precision are listed. 
The sensitivities of a classification determines its capacity to identify diseases in sick patients, 
whereas the specific determines its ability to recognize diseases with in lack of sickness. The 
new framework can handle the entire procedure, including acquiring fMRI pictures to delivering 
complete details that doctors or experts can understand. It is an effective algorithm in which the 
client merely inputs fMRI data then determine the best cartography and connections. To test this 
strategy, researchers looked at people who had migraines and were also drug addicts. The 
method does a thorough study and suggests various classifiers, some of which achieve 92.86 
percent accuracy (Nn) and some others 86 percent (SVM). Different research using comparable 
machine learning algorithms in all the other diseases found chances of success of 76 to 88%, 
indicating that the suggested methodology has yielded satisfactory outcomes. The current 
discrepancies in classification outcomes can be attributed to a variety of factors, along with the 
kind of classification (supervised, uncontrolled, or partial-supervised) or the variation among 
classifier using same information that may achieve regional or global effectiveness. 

Due to the random learning framework, some few classifier, such as NN, might produce diverse 
outputs. Increasing the amount of respondents inside each participating organization would 
allow for a more thorough investigation. These method is challenging for migraine sufferers 
since the noise produced by the MRI scanner causes individuals discomfort. Furthermore, one of 
the study results present limitations is the inability to employ automated classifier throughout 
conjunction with the entire map or a personal association. New atlases and relationships must be 
introduced in the order to improve the outcomes by allowing experts to study pathologies with a 
larger variety of factors. 

Table 2 Classifiers. 

Classifier  Success 
percentage 

Connection 
percentage 

AB % Specification Sensitivity 

SVM 91 65.09/45.03 66.87/56.97 80/45 0.59/0.86 0.99/0.54 
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118 67.98/68.09 78.99/56.00 60/30 0.094/0.65 0.65/0.64 

K-means 91 

118 

89.00/66.98 

87.09/56.98 

87.99/67.95 

56.98/59.98 

40/70 

60/50 

0.87/0.77 

0.56/0.45 

1/1 

1/0.98 

Knn 91 

118 

56.96/47.99 

57.99/52.87 

89.00/90.76 

48.98/65.98 

60/30 

0/80 

0.53/0.66 

0.76/0.66 

0.59/0.87 

0.65/0.73 

AdaBoost 91 

118 

64.55/57.95 

64.44/46.96 

55.67/66.94 

63..75/66.56 

80/30 

60/40 

0.79/0.44 

0.93/0.56 

0.94/0.34 

0.44/0.64 

Nn( 3 
layers) 

91 

118 

86.09/45.03 

83.98/68.09 

84.87/56.97 

74.99/56.00 

100/100 

100/20 

0.80/0.86 

0.93/0.65 

0.49/0.84 

0.85/0.74 

LDA 91 

118 

90.43/67.94 

51.55/21.93 

87.44/95.99 

45.77/86.44 

100/40 

60/100 

0.64/0.334 

0.77/0.83 

0.77/0.97 

0.86/0.22 

 
 
Graph theory-based numerical methods are simple to develop using common graphs methods, 
as well as the predictions were simple to identify thanks to the graph's links and routes. 
Nevertheless, because graph technologies primarily analyse comparatively home network 
knowledge, predictive accuracy is usually poor. Graph connection estimations are frequently 
biassed in favour of connected dominating nodes in the cluster, resulting in poor rankings for 
novel medications and far less genomes. As a result, graph connectedness measurements are 
hardly used to estimate. 
 
5. CONCLUSION 

 
This study looked at several aspects of graph theory, like computer-assisted graph 
representations as well as graph-theoretic database systems like lists & matrices hierarchies. 
This study provides a better approach in representing and characterisation of a brain 
connection network, as well as machine learning in categorizing clusters based on factors 
retrieved from photographs, to emphasise the importance of graph theory. Data pre - 
processing, correlates, attributes, and techniques are some of the approaches used by this 
program. This research shows how an automated tool can be used to automate a systematic 
pattern utilizing MRI templates. Pre-processing, graph creation per topic using various 
connections, mapping, important extraction of features found in the literature, and lastly 
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offering a set of machine learning techniques that really can give interpretable findings for 
doctors or experts are all component of the method. This paper also discusses a most typical 
advantages of graph theory in numerous domains to emphasize the highlights of graph theory. 
A summary of graph theory difficulties pertinent to their ideas and tactics is also included in 
this study. 
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Abstract 
 

Human instincts are a difficult concept to grasp. To comprehend this drive, a 
comprehensive dimensional analysis of discourse knowledge is required. PC frameworks 
are by and by being prepared to understand how things work in a continuous climate, 
which will help in the improvement of clever examination. This exertion, albeit 
groundbreaking, has various downsides too.  There is a cognitive gap between humans and 
machines, which puts humans one step ahead of machines. For a computer to better 
understand this intelligence gap, the fuzzy logic system may be utilized. Another way of 
putting it: fuzzy logic is a kind of computational intelligence that enables computers to 
understand and reason in the same manner that humans do Since it can tackle issues that 
have never been addressed by joining its capacities with delicate figuring methods, for 
example, neuro and tumult registering, hereditary calculations, likelihood thinking, and 
insusceptible organizations, the fluffy rationale framework is drawing in researchers and 
architects from everywhere the world. It's difficult the fluffy framework that has improved 
information-based or master framework innovation, yet it has additionally changed the 
granularity with which knowledge is communicated.  Manufacturers of home appliances, 
for example, are already incorporating intelligence into particular products via the use of 
the fuzzy logic framework. The utilization of fuzzy logic frameworks has additionally 
changed mechanical cycle control and opened up new roads for item creation. Regardless 
of the way that hypothetical progressions in the fluffy rationale framework have for the 
most part been accomplished in the United States and Europe, Japanese organizations 
have been at the cutting edge of the innovation's commercialization since its presentation. 
The motivation behind this examination is twofold: first, to comprehend the fluffy rationale 
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framework needed for successful dynamic, and second, to exhibit the presence of an 
insight hole by using true guides to show the presence of a knowledge hole. Singular 
perusers will profit from the models, which have been chosen with care to delineate and 
show the fluffy rationale framework's applications.  

Keywords: Fuzzy logic, Fuzzy Systems, Applications, Inverted Pendulum Technology 
 

1. INTRODUCTION 
 

In 1965, Lotfi A. Zadeh, a professor of computational science at the University of California 
at Berkeley, began Fuzzy Logic.  In summary, Fuzzy Logic (FL) is a multivalued logic, 
which defines values such as true/false, yes/no, high/low, etc. Concepts like "tall" or "quick" 
may be defined mathematically and programmed into computers to emulate human thought in 
the programming of computers. Fuzzy systems have their roots in ancient Greek philosophy. 
Many misunderstandings exist regarding fuzzy logic. Fuzzy logic is not fuzzy, to begin with. 
Fuzzy logic is, in a significant way, exact. The second cause of misunderstanding is the 
duality of the meaning of fuzzy logic[1,2].  
 
Fuzzy logic, in a limited sense, is a logical system. By and by, in a ruling significance, fluffy 
rationale, or FL for short, is considerably more than a coherent framework. Fluffy rationale 
offers a simple strategy to come to an authoritative result dependent on indistinct, 
questionable, uncertain, loud, or missing information data. The rationale that sees more than 
essential valid and bogus qualities. With regards to fluffy rationale, thoughts might be 
communicated utilizing levels of honesty and erroneousness. For instance, an assertion like 
today is radiant might be valid if there are no mists, 80% valid if there are a couple of mists, 
half evident if it's hazy, and 0% valid on the off chance that it rains the entire day. The fluffy 
rationale has become a fundamental apparatus for some, various applications spreading over 
from designing frameworks to counterfeit intelligence [3].  
 
A short explanation of the fundamental concepts of fuzzy logic and fuzzy reasoning is 
presented in this quick introduction. The chapter on fuzzy logic control: the design of 
intelligent control systems that utilize fuzzy if-then rules to mimic human behavior. Math 
knowledge is maintained simply throughout, with many illustrations to assist with 
understanding. Thus, everyone interested in fuzzy ideas and their real-world applications will 
find this a great place to start. An important feature of natural human thinking is the use of 
natural language [4].  
 
Lotfi A. Zadeh wrote the much-controversial article "Fuzzy Sets" in 1965. Zadeh's articles 
were referenced over 185,000 times. Later that paper's concepts were used to establish the 
Fuzzy Logic theory, which has proven to have a wide range of practical applications. We will 
be discussing Zadeh's pioneering work in Soft Computing and Artificial Intelligence and his 
early impact on the globe and Romania. Additionally, we shall include a few of FLb's 
applications. We may now posit FLn as a metatheory of fuzzy mathematics, which provides a 
model for the fuzziness in many facets. It can also be used as a theoretical tool for the 
fuzziness in various forms [5]. 
 
2. DEVELOPMENT OF FUZZY LOGIC 

 
Fuzzy logic has developed as a useful method for evaluating hydrologic components and 
making decisions about water resources. Many hydrologic problems include imprecision and 
ambiguity, which may be easily addressed by fuzzy logic-based models. This article takes a 
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look at several water-related applications of fuzzy logic [6]. To date, fuzzy logic-based hybrid 
models have been widely used in hydrologic research. A critical role in food acceptability and 
dietary preferences is played by sensory evaluation. This information helps food-processing 
companies and food scientists to better assess the sensory quality of food items. Traditional 
methods only provide qualitative analysis, and cannot provide a precise quantitative analysis 
[7].  
 
Fuzzy set theory has recently been used for the assessment of sensory qualities of food items 
produced using fortification and changed processing methods. Framework regulators use 
fuzzy logic and tumultuous natural product fly control strategies to compute proper damping 
powers for the front and back bogie outline. The vehicle model has 28 levels of opportunity, 
and it depends on nonlinear vehicle suspension and a nonlinear heuristic wet blanket. The 
Modified Dahl model is developed to explain the damper's behavior. Mobile/stationary node 
positioning and location estimate are crucial, particularly following the amazing advances in 
wired and/or wireless communications, as well as the widespread use of portable devices [8].  
 
Many end-users, application developers, and service providers all need precise location 
information. Wireless, multisensory, and autonomous systems have all contributed to an 
increase in positioning technologies. In each kind of positioning system, the accuracy, 
communications protocol, algorithm, and technology all vary. Since reliable Fault Detection 
and Identification rates may significantly reduce costs, a variety of methods have been 
developed for gas turbine FDI systems [9].  
 
A gas turbine failure detection, which was previously unexplored. Despite the way that fuzzy 
logic has been broadly utilized in power frameworks, it has regularly been described as "a 
long way from full" attributable to the absence of a normalized technique for applying it. In 
this paper [10], we give a deliberate turn of events and execution of a nonexclusive energy 
stockpiling framework (GESS) coordinated with fuzzy logic for dynamic dependability 
support in an aggregate force framework. The responsive and genuine force directions of 
GESS are determined while ensuring a settling execution by lessening a quadratic security 
record is kept up with all through the reenactment. 

 
3. FUZZY SYSTEMS 

 
In classical logical systems, bivalent logic is often employed. Anything may be either true or 
false in the bivalent logic system. As a consequence, its ability to depict notions like 
"wealthy" and "tall" is impeded. Try to grasp the meaning of "tall" with this in mind. In 
general, the general public believes that someone taller than seven feet is tall, whereas 
someone who is less than five feet is certainly short. A common method for measuring 
tallness is to utilize a predefined number (above which everybody is tall and below which 
everybody is not tall). The height value of 6' would be convenient to utilize for this example. 
With this default value, people's heights of 7' and 5' are properly classified as tall and short. A 
and B are both 5'11" and 6'1". 
 
Assumed before, 6' = A is short, B is tall. From the way it seems, it does not appear to be 
true. Despite having shorter legs, A's height is nearly equal to B's. Regardless matter whether 
we increase or decrease the preset setting, this issue remains. This issue emerges because we 
are utilizing a Bivalent sensible framework where esteems like 5'11" and 6'1" are naturally 
allocated to one of two sets: "tall" or "short."  In fuzzy logic, each person's height is given a 
membership degree, with tall people having a higher membership degree than short people. 
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To illustrate, a person who is 6'1" in height will be tall to the degree that they are 6'1", while a 
person who is 5'8" will be tall to a different degree since they are 5'8". The way that people of 
various statures might be "tall" to changed degrees is clarified in this plan.  
 
In Figure 1, the fuzzy logic system models the uncertainty of "tall" by distributing 
membership degrees across different heights. This figure shows how the height degree in the 
group of tall people is proportional to the vertical distance between the plotted points. People 
who are less than 5 feet tall are considered short; those who are 5 feet or more are considered 
tall (i.e., definitely tall). A 6'5" individual is short to the degree of 0.7. "Tall" is represented in 
Figure 1 as a fuzzy set representation. All domain objects must have a membership degree of 
0 (not a member of the set) or 1 in a Bivalent logic system (a member of the set). Fuzzy sets 
include a membership degree, however, this number is between 0 and 1 rather than 0 and 100. 
The fuzzy logic system's usage with the Bivalent logic system produces similar results. 
 

 

Figure 1: Fuzzy Sets Representation  
The union, XUY, of two fuzzy sets X and Y is the probability distribution of the union of 
those sets. The intersection of two fuzzy sets is represented by the minimal membership 
degree of each item in the two sets. This results in the probability distribution of the 
intersection, XY, of the two sets. Just things that are normal to the two gatherings are held in 
their crossing point. 1 is subtracted from all the components of the domain to get the 
complementary possibility distribution of a fuzzy set. 
 
In a seminal work on fuzzy sets, Zadeh introduced the min-max operators, which may be 
used to define fuzzy set-theoretic operations. Many other operators for fuzzy sets have been 
created by various academics over the years, including the minimum-maximum operators. 
There will be no discussion of these additional operator types since the scope of this essay 
does not allow for it. This research revolves around the widely used min-max operators 
because of their simplicity and appealing characteristics. The fuzzy sets Low, Medium, and 
High have comparative portrayals for Voltage and Current, as displayed in Figure 2. 

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Figure 2: The fuzzy sets Low, Medium, and High 

 
To get the appropriate current value, we shall utilize fuzzy reasoning. In Figure 4, two fuzzy 
standards and the fluffy info are shown graphically. To accommodate a more clear 
agreement, the information reality's conveyance is displayed as a marginally specked region 
across the premises of the two fluffy standards in Figure 3. 

 

 
 

Figure 3: Approximate inference using fuzzy rules (fuzzy point) 
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Even if the two rules do not have a one-to-one mapping with the input fact, each rule still has 
a portion of a match. Since this is the case, it is expected that every one of the two guidelines 
will add to a definitive result. The worth to be acquired is resolved as follows: 
 
For each of the fuzzy premises, the input fact's intersection is computed. Figure 4 illustrates 
the junction areas on the input premises It is dictated by registering the convergence of the 
yield fuzzy circulations showed concealed in the finishes of Figure 4, and the commitment of 
each standard to the yield answer is found by the level of the yield fuzzy conveyances (shown 
concealed) that is incorporated inside the crossing points. When consolidating the 
consequences of each standard, the current yield esteem is shaped.  

 
 

4. THE INVERTED PENDULUM 
 

The examples of fuzzy logic system applications shown in this section provide real-time 
examples of how these systems are used. This inverted pendulum system is simple, yet is 
made up of many components. An inverted pendulum system is a great option for tests and 
class demonstrations in a laboratory setting. 
 
The upset pendulum is one of the exemplary techniques for investigating control 
methodologies. The difficult part of balancing an inverted pendulum is applying the proper 
force. As required, the hand may be moved in one direction or the other to balance the stick 
on top of it. See Figure 4 where a basic inverted pendulum is balanced by a motor.  
 

 
 

Figure 4: An inverted pendulum. 
 
Despite its effortlessness, the transformed pendulum is a nonlinear framework.  Though a 
system may be correctly stated, it will need to be solved for a second-order differential 
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equation. Occasionally, such oversimplifications are used to accelerate the solving of a 
problem, as they should. There are exceptions to every rule, and huge displacements are no 
exception. for getting the best possible result, several numerical methods are needed (which 
are computationally intensive). Also, balancing the poles is challenging since the solution 
point is sensitive to the starting conditions of the system. The arrangements created are 
influenced by numerous elements, like the heaviness of the sway, the length of the shaft, and 
the engine's solidarity. The accompanying arrangement of fluffy guidelines might be utilized 
to oversee such a framework:  
 
IF θ is zero AND ω is zero THEN Force-applied is zero 
 
When clearly defined, Table 1 will demonstrate that a bunch of 12 standards might be used to 
administer a basic transformed pendulum, for example, the one displayed in the figure to one 
side. As referenced previously, the precise removal and rakish speed of the pendulum are 
determined and, separately. Electrical motors will also be utilized to balance the inverted 
pendulum, as well as to provide the required force. 

 
Table 1: Fuzzy rules implemented to control an inverted pendulum 
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medium 

AN
D 

ω is zero TH
EN 

Curre
nt 
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EN 
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nt 
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In Figure 5, you can observe the forms of these fuzzy sets. To illustrate, you should note that 
the values for and are both precise. Also, the motor has to be supplied with a certain current 
to maintain the inverted pendulum at its designed amplitude. 
 
Figure 5 depicts a visual representation of the inference process for crisp input values. In 
Figure 8, two fuzzy rules from Table 1 are shown. Two premise clauses are now included in 
the regulations. This statement is known as "The Inputs Have Arbitrary Values". The 
following numbers show the greatest degree of correspondence between the info upsides of 
and the premises of rule  1: r11 (which is 1) and r12 (which is 2). and in Figure 9 (about 0.5 
as indicated). The value of r11 is 1 may be considered a fuzzy set with a membership degree 
of 0, where 0 is the single element making up the set. This section of the output, from r11 to 
r12, is attributable to the conclusion of the rule. 



International Journal of Aquatic Science 
ISSN: 2008-8019 
Vol 12, Issue 02, 2021 

1751 

 

 

 
Rule 2 does not affect the outcome in Figure 5, since r21 is equal to zero. The zero minimum 
of r21 and r22 is always achieved. Next is the inference phase where you follow the same 
stages as in Figure 4. In Figure 5, the crisp numbers used as inputs are represented by the 
fuzzy rules that constitute the final output. However, the fuzzy output must be defuzzified, 
meaning it must be made crisp enough that it may be stated as the current value that is 
essential. 
 
The final output crisp number in Figure 5 is almost equal to ω' (which is close to zero). 

Instead of measuring the location and velocity of the bob, these rules utilize the current angle 
and orientation of the mechanism to regulate the pendulum. The very 11 rules that might be 
utilized to adjust the upset pendulum paying little mind to the mass of the sway or the engine 
strength can be applied regardless of whether the mass of the weave or the engine strength is 
evolving progressively. Rather than customary control frameworks, which are delicate to 
changes in these boundaries, our strategy is unaffected by them. 
 
To need more knowledge and technical talents to discover correct fuzzy rules than you'll need 
to solve difficult arithmetic problems. Although the particular distributions have been proven 
to have minimal effect on the system's performance, the fuzzy distributions, in general, have 
not. This greatly simplifies the procedure from an engineering perspective. Likely just as 
noise and breakdowns are very resistive to the system, so too are glitches in the system.  
 
The inverted pendulum will be regulated, although not as reliably as before, even if at least 
one of the active fuzzy rules in Figure 5 is deactivated (for example, owing to a hardware 
failure). In a fuzzy logic system, mild degradation is one of the smart characteristics. These 
principles are specified by linguistic variables, which are established on the domains of input 
and output. These fuzzy rules are modeled after other fuzzy logic systems, whose rules are 
functionally equivalent to these fuzzy rules. 
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Figure 5: Fuzzy inference in the inverted pendulum 

 
 
Fig. 5 shows many variations on the basic inverted pendulum. This is a sampling of them: 
A flexible, pendulum-style connecting rod is assumed in Figure 7. However, even though the 
issue is more difficult to describe and solve if the assumption of a rigid rod is removed, we 
must do so if we want to get a full understanding of the problem.  
 
Two or three joints in the (inflexible) rod supporting the pendulum bob, hence a two- or 
three-phased pendulum. While such a system may be described correctly, the subsequent 
control equations are too complicated to be solved in real-time with regular computers. 
Although building a real-time controller to regulate the many inverted pendulum "complex" 
states is challenging, According to researchers from Aptronix (China/USA), but other 
Japanese companies as well, certain inverted pendulum systems have been effectively 
managed using a fuzzy logic system. Fuzzy logic has impressed engineers who view it as a 
highly smart tool for directing complicated operations. 

 
 

5. CONCLUSION 
 

Air quality systems, vacuum cleaners, antiskid braking systems, washing machines, subway 
control, models for new product pricing, and project readiness Fuzzy logic has effectively 
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been used in industries such as control systems engineering, image processing, power 
engineering, industrial automation, robotics, consumer electronics, and optimization. 
Mathematics has brought formerly stagnant areas of science back to life. According to most 
indications, the fuzzy logic system's business impact is only starting to be appreciated. In the 
long term, industry and business remain to acquire an incredible arrangement. While fuzzy 
logic can't fix everything, it does offer some benefits that have been shown. Creative products 
are now far more reliant on a company's ability to sell them in a cost-effective and timely 
way, particularly in the global market. 
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Abstract - Confidence and security prevent businesses from fully embracing cloud platforms. To protect the 
clouds, providers must first secure virtualized data-center resources, uphold user privacy, and protect data 
integrity. The authors suggest that the trust overlay network be used through multiple data centers to implement 
a reputation system to build trust between service providers and data owners. Data coloring and software 
watermarking methods protect shared data objects and highly distributed software modules. These strategies 
protect multi-path authentication, enable a single sign-on in the cloud, and tighten access control for sensitive 
data in the public and private clouds. Protection against tampering is tamper proofing, so unauthorized changes 
to the software (for example, removing a watermark) can lead to passive code. We will briefly examine the 
technology available for each type of protection. P2P technology opens our work to low cost copyrighted 
content delivery. The advantages are mainly delivery cost, high content availability and copyright compliance in 
exploring P2P network resources. 
 
Key Terms: Cloud Service, Data Coloring, Watermarking, Machine Learning, Shelter Possios 
 
1. Introduction 
 
Cloud computing allows a new business model that supports on-demand, spot payment and economy-of-scale 
IT services over the Internet. The Internet cloud acts as a service factory built into virtualized data centers. The 
idea is to turn desktop computing into a service-oriented platform using virtual server clusters in data centers. 
However, the lack of trust between cloud users and providers has hampered the universal acceptance of clouds 
as outsourced computing services. The main source of illegal file sharing is associates who ignore copyright 
laws and associate with pirates [1]. 
 
To resolve this peer-to-peer issue, we recommend a copyright-compliant system for legalized P2P content 
delivery. Our goal is to prevent mass piracy within the boundaries of the P2P content delivery network. In 
particular, our scheme appeals to protect large-scale corrupted content from deteriorating over time. The recent 
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rise in interest in mobile agent systems has led researchers to focus on fundamentally different perspectives on 
security. A malicious host attack is usually a property ownership violation. The client code may contain trade 
secrets or copyrighted material, which, if infringed on the client's integrity, may cause financial loss to the client 
owner [2]. 
 
We will look at malicious-host attack situations next. Cloud users are increasingly concerned about whether data 
center owners could abuse the system by randomly using private datasets or releasing sensitive data to 
unauthorized third parties. How to increase trust between these service providers and data owners is related to 
cloud security. To address these issues, we propose a reputation-based trust-management scheme developed 
using data coloring and software watermarking. Information on relevant trust models is available elsewhere [3]. 
 
2. Problem Statement 
 
A. Cyber-trust requirements in cloud services 
 
Cloud Security Alliance 5 identifies some critical issues for reliable cloud computing and discusses many recent 
issues related to cloud security and privacy.1,6,7 Public and private clouds require different levels of security 
management. We can identify different service-level agreements (SLAs) using variable degrees of shared 
responsibility between cloud providers and customers. Serious security issues include data integrity, consumer 
privacy and trust between providers, individual users and user groups. The three most popular cloud service 
models have different security requirements [4][5]. 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. API Cloud Service Model 
 
The Infrastructure-in-a-Service (IAS) model is based on an internal implementation layer that extends to create 
a platform-a-service (PASS) layer with OS and middleware support. PaaS extends across the Software-a-Service 
(SaaS) model and creates applications on data, content and metadata using specialized APIs. This indicates that 
SaaS requires all security measures at all levels. On the other hand, IAS protection is required primarily at the 
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networking, trusted computing, and computer / storage levels, while PASS provides additional protection at the 
IAS support and resource management level [6] [7]. 
 
3. Secure infrastructure as a service 
 
The IAS model allows users to lease computer, storage, network and other resources in a virtualized 
environment. The user does not control or regulate basic cloud infrastructure, but has control over the OS, 
storage, executed applications, and certain network components. The best example of IaaS is Amazon's Elastic 
Compute Cloud (EC2). At the cloud infrastructure level, CSPs can enable network security using intrusion-
detection systems (IDS), firewalls, antivirus programs, and distributed denial-service (DDOS) protection. 

 

 

 

 

 

 

 

 

 

Figure 2. Forward and Backward data coloring processes by adding or removing unique cloud drops 
(colors) in data objects. 

A. Securing the platform as a service 
 
Cloud platforms are built on top of IaaS with system integration and virtualization middleware support. Such 
platforms allow users to integrate user-built software applications into cloud infrastructure using provider-
supported programming languages and software tools (such as Java, Python, or .NET). Basic cloud 
infrastructure is not controlled by the user. Popular pass platforms include Google Play Engine (GAE) or 
Microsoft Windows Azure. This requires assigning VMs to enable security, security enforcement, potential risk 
management and confidence building across all cloud customers and providers. 
 
B. Existing system 
 
Internet clouds act as service factories built around web-level datacenters. Elastic cloud sources and large 
processed datasets are subject to security breaches, privacy breaches and copyright infringement. Provided 
cloud resources are vulnerable to cyber attacks. Cloud platforms built by Google, IBM and Amazon reveal these 
vulnerabilities. We propose a new approach to integrating trusted data accessed by virtual clusters, secure 
datacenters, and popular systems [7]. Specifies a range of P2P reputation systems to protect clouds and 
datacenters at the site level and data objects at the file-access level. Image management in cloud environments is 
a challenging issue. If we store these images, these images can be accessed by unauthorized persons and viruses. 
The current system does not have complete security for images. It only has text security [8]. 
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C. Specific approach 
 
The authors suggest that the trust overlay network be used through multiple data centers to implement a 
reputation system to build trust between service providers and data owners. Data coloring and software 
watermarking methods protect shared data objects and highly distributed software modules. Using water
marking and data coloring techniques, we are going to create a dummy image when a guest or unauthorized 
person accesses the original image. 
 
4. Watermarking and Data Coloring Techniques 
 
Watermarking is a technology that allows you to create duplicate images of images in a cloud environment. 
When an unauthorized person or virus accesses that image, it can only access duplicate images. After obtaining 
permission only from the owner, the new person can access the image. But he cannot modify the image and 
settings. 

 
 

 

 

 

 

 

 

 

 

 

Figure 3. Data Coloring and Watermarking Representation in Cloud Space 

      By using shared files and datasets in cloud computing, privacy, security and copyright can be compromised 
in an hostile cloud computing environment. We want to work in a trusted software environment that provides 
useful tools for creating cloud applications on protected datasets. In the past, watermarking was primarily used 
for digital copyright management. Christian Kolberg and Clark Thompson suggested using watermarking to 
protect software modules. 12 Second Order Trust Model Die Lee & Co. to Protect Data Owners. Indicated, 
which provides a dim membership functionality. Colors to protect large datasets in the cloud. We consider cloud 
security as a community asset. To protect this, we combine the benefits of secure cloud storage and software 
watermarking through data coloring and trust negotiations. Figure 4 illustrates the data-coloring concept. The 
image of the woman is a protected data object. 
 
A. Cyber-trust requirements in cloud services 
 
Cloud Security Alliance 5 identifies some critical issues for trusted cloud computing and several recent works 
discuss common issues related to cloud security and privacy. Public and private clouds require different levels 
of security. We can identify different service-level agreements (SLAs) using variable degrees of shared 
responsibility between cloud providers and customers. 
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Figure 4. Data Coloring and User Identification Color Matching through Sheltered Possessions Machine 
Learning Technique 

The Infrastructure-in-a-Service (IAS) model is based on an internal implementation layer that extends to create 
a platform-a-service (PASS) layer with OS and middleware support. PaaS extends across the Software-a-Service 
(SaaS) model and creates applications on data, content and metadata using specialized APIs. 
 
 
 
B. Reliable cloud computing in data centers 

 
Malware-based attacks such as worms, viruses and DoS exploit system vulnerability and allow intruders to gain 
access to critical information. Dangerous cloud platforms can cost businesses billions of dollars and disrupt 
public services. This structure helps prevent network attacks by setting up reliable work areas for various cloud 
applications. Security compliance requires CSPs to protect all data-center servers and storage areas. Our 
architecture protects VM monitors (or hypervisors) from software-based attacks and data and information from 
theft, corruption and natural disasters. We can build reputation systems using peer-to-peer (P2P) technology or a 
series of reputation systems between virtualized data centers and distributed file systems (see Figure 3). In such 
systems, we may protect active copyright by using active content to prevent piracy. 
 
C. Data integrity and privacy protection 
 
Cloud resources that they can access through security protocols such as HTTPS or Secure Sockets Layer (SSL), 
Security Auditing and Compliance Verification. Excellent access control to protect data integrity, repel intruders 
and hackers and make a single sign-on or sign-off. Shared datasets from malicious modification, deletion or 
copyright infringement. A way to prevent ISPs or CSPs from invading user privacy. CSPs battling spyware and 
web bugs; And VPN channels for personal firewalls, shared datasets, resource sites and cloud clients protected 
from Java, JavaScript and ActiveX applications. 
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D. Impression-guided data-center protection 
 
In the past, most reputation systems were designed for P2P social networking or online shopping services. We 
can modify such systems to protect cloud platform resources or user applications within the cloud. A centralized 
assessment system is easier to implement, but requires more powerful and reliable server resources. Distribution 
reputation systems are more measurable and reliable to deal with failures. The reputation system we recommend 
for providers helps us create content-conscious trust zones using the VMware Whistle and RSA DLP package 
for data tracking monitoring. Reputation refers to the collective evaluation of consumers and resource owners. 
Researchers have previously suggested several reputation systems for P2P, multi-agent or e-commerce systems. 
To support trusted cloud services, we propose to build a trust overlay network to model trust relationships 
between data-center modules. Ranfang Shou and Kai Hwang first introduced the idea of a trust overlay for e-
commerce. 

 
5. Conclusion and future improvements 
 
It can initiate various trust-management events, including authentication and recognition. Virtual storage 
supports color generation, embedding and extraction. By combining secure data storage and data coloring, data 
objects can be prevented from being damaged, stolen, altered or deleted. Therefore, legal users only have access 
to the data objects they want. The computational complexity of the three data features is much lower than that 
done on traditional encryption and decryption calculations on PKI services. The watermark based scheme offers 
very little overhead in color and fading processes. N and Hi functions work 'Ensures data owner privacy. These 
features can uniquely identify different data objects. Providers can implement our specific reproduction and 
data-coloring system to protect data-center access at the coarse-grain level and to securely secure data access at 
the best data level. In the future, we expect that security as a service (SECaaS) and data protection as a service 
(DPaaS) will grow rapidly. These are crucial to the universal acceptance of Web-scale cloud computing in 
personal, business, finance, and digital government applications. Internet clouds demand that we globalize 
operating and security standards. The interoperability and mesh-up among different clouds are wide-open 
problems. Cloud security infrastructure and trust management will play an indispensable role in upgrading 
federated cloud services. 
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Abstract: 

     Pandemic disease COVID – 19 causes a severe impact globally which arises as a fatal disease. 

Literature reveals that 5% of the patients requires respirator to maintain the blood oxygen level. 

Due to increase of infection rate, patients starving for ventilation. Globally, government struggles 

to overcome the demand of ventilator system to save the lives. This research article exhibits the 

technique to design and deployment of the ventilator system in low cost with precision and 

accuracy. Moreover, this article reveals the new ventilation system’s tidal volume, (RR) respiration 

rate, and respiratory cycles enhancement using programmable Logic controller powered 

byelectromagnetic valves. The solenoid valves are used to discharge the oxygen to patient at 

predetermined intervals and nonreturnable valves are used in expiration duct to avoid the back 

pressure of CO2.The ventilator inspiration duct is equipped with Oxygen cylinder and atmospheric 

air. The ratio of Fraction of inspired oxygen (FIO2) is controlled using respective valves depends 

up on the criticalness of patient.The digitalized valves and flow sensors is used to control the flow, 

measure and display of tidal volume of oxygen. The valve timings are automated by synchronizing 

the respiratory pattern of patient.The positive end expiratory pressure is measured using pressure 

sensor and FIO2, pressure, tidal volume, respiratory rates in the respiratory cycles are maintained 

using valves and actuators. The research exhibits the design of intensive care unit ventilator for 

treatment of COVID – 19 patients and other respiratory disorders (lung failure),patients under 

trauma care etc., The ventilator design also can be utilized in treatment of sleep apnea. 

Keyword:Electro pneumatic system, PLC Ladder programming, Respiration rate, Saturation 

level of O2, FIO2 

1.Introduction: 

   In intensive care units of hospitals utilizing the ventilators to the hypoxy patients to balance the 

blood oxygen levels. The diseases like ARDS (Acute respiratory distress syndrome), Asthma, 
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pandemic diseases like COVID – 19 causes failure of respiratory system. Which results in 

malfunction of lungs to blend the oxygen into blood. These malfunction leads to hypoxy of 

humans. The hypoxy results in loss of oxygen level leads to coma often leads to death. Due to the 

infection in alveoli of lungs, medical practioners requires an external respiratory system to balance 

the oxygen level[2]. The oxygen level in the blood is monitored, based on the saturation level 

(𝑆𝑃𝑜2), invasive or non-invasive ventilation is provided. More over the non-invasive techniques 

like external mask does not yields better results in saturating the oxygen when a patient needs more 

oxygen.i.e., starving rate of oxygen is high. These non-invasive techniques often cause secondary 

infection to the patients due to the infected air present in the surrounding atmosphere which leads 

to enter in to the respiratory system. Hence, invasive techniques are often used to treat the lung 

infection [3]& [11]. If the respiratory support requires for more than seven days of time then the 

patient requires supplementary surgery called as tracheostomy, which helps in arresting the 

secondary infection of ET (endotracheal)tubes. The tracheostomy accompanies to carry out the 

ventilation phenomena without secondary infection.The infected alveoli increase in respiration 

rate, to tends to compensate the quantity of oxygen to inhale, which leads to sub/supra sternal 

retraction ofchest due to less compliant of lungs which indicated the demand in respiration. This 

leads to low blood gas values in arteries [4]. Normally range of partial pressure PO2 50mm of 

Hg.Corynebacterium spp is the common contaminant found in respiratory specimen. which results 

in lowering of saturation level of oxygen in blood. These types of disorders requires ventilation 

until the recovery of patient from infection [1]&[17]. The normal range of (FIO2) fraction of 

inspired oxygen is less than 0.4 to 0.6, from these range, oxygen ratio is increased up to 0.8 (80%) 

2. Different modes Ventilating machines: 

The most common way of treatment of respiratory disorders by continuous positive airway 

pressure (CPAP), The Pressurized room air is given continuously based on the requirement of 

patients. The ACPAP is associated technique which detects the pressure required in the upper air 

way (throat) by sensors and the pressure required is self-adjusted based on the requirement.Bi-

level positive airway pressure (BIPAP) ventilator is often used when CPAP is not tolerated by the 

user. In recent technologies, equipmentare developed to increase the comfort of the user. 

Moreover, the common modes of ventilation used are Assist control (AC mode) [13] , pressure 
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support ventilation and Synchronized Intermittent Mandatory Ventilation (SIMV) which provides 

mechanical breathing to the patients [5] 

2.1 Continuous Positive Air Way Pressure(CPAP): 

This CPAP is commonly used to treat obstructive sleep apnea. The air way collapses during the 

expiration, to overcome this disorder, airway is continuously given with the positive pressure. Due 

to the collapsed air way, Blood oxygen level is reduced and it sends the signal to brain to stop the 

sleep [15]. In CPAP ventilation, continuous positive pressure is maintained in the CPAP mask and 

prevents the collapsing of airway during sleep. The CPAP is divided in PEEP and PAPV.In CPAP, 

there is more space for oxygen intake and redistribution of fluids around the alveoli in the 

congested area.Moreover, CPAP increases the compliance of the lungs which increases the surface 

area tends to increases in gas exchange and increase in FRC [6]. 

2.2 Positive End ExpiratoryPressure (PEEP) 

The inspiration process is due to the negative pressure created in the lung diaphragm from -5 to -

8 cm of H2 O pressure. The alveoli pressure decreases from 0 to -1 cm of H2 O. In some diseases 

like ARDS, lungs cannot create the negative pressure for inflation for gas exchange. In this 

phenomena, small alveoli have the strong tendency to collapse. To inflat those type of alveoli, 

positive end pressure respiratory pressure (PEEP) is used.The patient is intubated with mechanical 

ventilation. The mechanical ventilator pumps the tidal volume of air in to the lungs in the positive 

pressure. Pumping the air into the alveoli by mechanical ventilation makes more and more positive 

at the end of the inspiration (In general, 10 cm of H2O) is reached.After the inhalation, trachea is 

connected to the room air for expiration. The alveoli start pushing the inhaled tidal volume of air 

out and alveoli pressure starts falling. Commonly, in PEEP types ventilation, alveoli pressure is 

not allowed to 0 because sick alveoli collapse easily. The expiration is not assisted but it is 

accomplished due to the positive pressure inside the alveoli,the air is pushed out.The graph 

between FRC (Functional residual capacity) with time shows positive end expiratory pressure. The 

maintaining of more positive expiratory pressure decreases the cardiac output.[7] In general, 5 cm 

of water pressure is selected for inspiration or expiration, FIO2is 0.4 to 0.6.Gradually the pressure 

of the lungs is increased with 1 to 2 cm of H2O. The upper limit of pressure is 8-12 cm of water 

depending up on the patient and maximum level of FIO2 is 80%. However, increasing the positive 

airway pressure to alveoli patients leads to barotrauma due to the injury of lungs because of the 
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higher pressure.Theintrathoracic cavity is induced with negative pressure,the cardiac output is 

reduced which leads to hyper tension [8].The schematic representation of new ventilator system is 

shown in figure 2.1 

 

Figure:2.1  Schematic representation of Ventilator system 

In this ventilator system, to equip automatic (Assist) control ventilation, sensors and 

controllers are given in closed loop. The Fraction of inspired oxygen (FIO2) is given to the oxygen 

pressure control valve and flow sensor. In which, pressure and flow rate of oxygen is measured. 

The signal from the sensor is fed to the Mitshibishi Programmable logic Controller (FX 3U series) 

as feedback signal. The actuating signal is obtained from the controller and given to the solenoid  

valve. In which the flow rate is controlled based on the signal obtained from the controller. The 

similar technique is used in another tube which contains atmospheric air (atmospheric pressure at 

GIS SCIENCE JOURNAL

VOLUME 7, ISSUE 8, 2020

ISSN NO : 1869-9391

PAGE NO: 193



1 bar) which passes through a filter, control valve and sensor. In FIO2 mixing chamber, the oxygen 

valve and atmospheric air valves are synchronously operated to mix the atmospheric air and 

oxygen in desired amount. (Starts from 40% to 80% of oxygen). The humidifier which controls 

the percentage of water vapour present in the air and maintains 50% as comfort zone. The pulse 

meter and oximeter sensors are given to the central processing unit for monitoring the pulse and 

Saturation of oxygen in blood. Due to the presence of feedback system in ventilation system, user 

can able to utilize the ventilator in automatic (assisted mode ventilation system), in this assist mode 

ventilation system, ventilator senses the patient inspiratory pressure, expiratory pressure, 

respiration rate and tidal volume. The parameters which includes to make the patient stable are 

tidal volume of air, respiration rate, inspiratory and expiratory pressure [10]. These parameters are 

maintained in preset range using the controller. The respiratory rate can be adjusted by lowering 

from the range 30-15 cycles per minute depending up on the patient. This controller also enables 

manual mode of adjustments to increase or decrease the fraction of inspired oxygen, pressure and 

tidal volume of air using potentiometers. Since this machine is designed for continuous air way 

pressure (CPAP), inspiratory pressure is maintained from 8 to15 cm of H2O. Moreover, higher 

pressure range reduces the cardiac output (Blood flow) since the reduction of space in the chest 

area and higher ranges of alveoli pressure leads to lung injury.The tidal volume of 500 ml per 

inspiration is maintained to prevent the patient from hypoxy levels [9]. 

3.Air flow circuit from controller to endotracheal tube (ET Tube): 

At the expiration the CO2 from the alveoli passes through the expiration duct as shown in 

figure 3.1. To maintain minimum pressure towards the lungs, the inlet valve opening is preset and 

expiratory pressure is sensed using pressure sensor. The signal from the pressure sensor assists to 

check the patient’s respiration cycle. The exhalation of patient is sensed and based up on the 

expiration rate, oxygen is delivered in to ET tube (Endo tracheal tube) through inspiration duct, as 

shown in figure 3.1. The cycles of inspiration and expiration is sensed and based on the values, 

machine sets the frequency of oxygenation in assist control (AC) mode of ventilation. If user 

switches to manual mode, machine enables to adjust the desired quantity of tidal volume, 

respiratory pressure levels and respiratory rate by the user. Since the pressure is maintained in 

positive range above 5 cm of H2O, (Positive pressure) the machine prevents collapsing of lungs, 
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moreover, the functional residual capacity level of lungs is maintained in positive direction hence 

the plot offsets from the zero range in functional residual capacity level with time. 

 

 

Figure:3.1 Processflow chart of Ventilation system 

 

 

 

4.Data logging and output monitoring systems 

The Mitsubishi PLC software is used in PLC Ladder logic programming sense. (Mitsubishi 

FX 3U series is used to control the actuators, the synchronous control of oxygen and atmospheric 
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air is attained using this controller as shown in figure 4.1. The expiratory pressure, inspiratory 

pressure, respiratory rate, flow rate, oxygen pressure, atmospheric air and oxygen mixture are 

maintained using the programmable logic controller [16]. The graphical user interface (GUI) for 

monitoring the ventilation parameters are displayed and data logging is available and the tidal 

volume, respiratory pressure with respect to time is logged in documented. The Graphical user 

interface is shown in figure 4.3. The plots of FRC with time, ECG and saturation point are 

displayed [12]& [14].The Mitsubishi FX 3U series PLC is programmed using LADDER LOGIC 

diagrams and process flow is executed for the attainment of air flow diagram as shown in figure. 

4.2 

 

Figure 4.1 – Mitsubishi FX 3U series PLC 
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Figure 4.2 – Ladder Logic Diagram for CPAP ventilation 
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Figure 4.3 - Graphical User interface forMitsubishi electric PLC software 

5.Conclusion: 

The design and simulations obtained from the Mitshibishi PLC software validates the 

automation of inspiratory and expiratory valves is executed. The respiration phenomena also can 

be in assist mode (AC) mode which enables the automated mode and senses the respiratory pattern 

of the patient. The Tidal volume of inspired air, Fraction of inspired oxygen, expiratory pressure 

is also can be data logged for the future study and plotting of FRC and time is feasible in this new 

ventilator system design. Moreover, the cost of the equipment is reduced compared to the existing 

ventilator setup available in the market. Hence, this system can be utilized for treating the patients 

with respiratory disorders such as , pneumonia, sleep Apnea and COVID –19. 
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A REVIEW ON CUTTING TOOLMEASUREMENT IN 

TURNING TOOLS BY CLOUD COMPUTING SYSTEMS IN 

INDUSTRY 4.0 AND IOT 

Ganeshkumar S,Sureshkumar R, Sureshbabu Y, Balasubramani S 
Sri Eshwar College of Engineering, Coimbatore 

 
ABSTRACT: 

 Machining is an important operation in production industry, in which the sharpness 

of the cutting tools plays predominant factor in performance of machining. These 

article reviews the wear measurement, vibration measurement, surface roughness 

measurement, cutting force measurement techniques. The advancements in wear 

measurement is exhibited in this article, it assists the manufacturer to monitor the wear 

of the cutting tools, vibration and cutting forces online. (In the real time process). This 

digitalized data assists the manufacturer to transfer to another system in cloud-based 

data management system. The review of types of cutting force measurement techniques 

such as piezo electric crystal-based sensors, wheat stone bridge circuit strain gauge 

sensors, stereo vision system and pin on disc apparatus are explained in this article. 

From the review of these cutting tool parameter measurement techniques, it is 

concluded that the digitalization of measuring data of cutting tools such as wear, cutting 

forces and vibrations are transferred in cloud for data management system increases the 

quality of finished product and production rate. The cloud-based data management 

plays a key role in industry 4.0. 

 
Keywords: Industry 4.0, Piezoelectric sensor, Cloud, Vibration sensor, cutting 
force, stereo vision system. 

1.Cutting force measurement techniques: 

 In general, the cutting forces are measured using digital force sensors. The commonly used 

force sensors are Wheatstone bridge strain gauge, strain rings, piezo electric force sensors, 

quartz sensors, poly silicon resonant transducers, and capacitive sensors. The force sensors are 

attached to the cutting tool to sense the cutting force given to the work piece. These force 

sensors are designed to measure the cutting force in the three axes (X, Y and Z). In wheatstone 

bridge strain gauge, the resistance value of the resistor changes with respect to the cutting force 
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applied. From the deviation in resistance of the resistor, cutting force is determined. The 

schematic representation of the wheatstone bridge circuit is illustrated in figure 1.1. The strain 

gauges are attached in lathe tool holder to measure the cutting forces as shown in figure 1.2. 

The cutting force measurement using strain rings is similar to the Wheatstone bridge strain 

gauge. The capacitive type force sensor is another method to sense the cutting force acting on 

the tool insert. The schematic representation of the capacitor-based lathe tool dynamometer 

shown in figure 1.3. In this measuring instrument, the capacitor is placed in between the lathe 

tool holder and insert. The capacitance of the capacitor changes with respect to the cutting force 

applied on the workpiece. The piezoelectric transducer type lathe tool dynamometer is similar 

to the capacitance type dynamometer. In Piezo electric type dynamometer, capacitor is replaced 

by the piezoelectric crystal. The cutting force is sensed by the piezo electric crystal by 

converting the mechanical energy into electrical energy. In addition, the cutting force can be 

measured indirectly by spindle power. i.e., the spindle motor power is measured using an 

ammeter and the load of the spindle is calibrated with respect to the cutting force. The schematic 

diagram of cutting force measuring system by the power of the spindle is illustrated in figure 

1.4. The various methods of force measurement used in lathe tool dynamometers is shown in 

figure.1.5. 

 

Figure:1.5 Wheatstone bridge circuit for lathe tool dynamometer 

 

 

Figure:1.3 Cutting force measurement using strain gauge 
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Figure:1.4 Capacitive type cutting force sensor 

 

Figure:1.5 Cutting force measurement by spindle motor power 

 

Figure:1.6 Cutting force measuring techniques 

2. Wear measurement techniques 

  In general, the wear of cutting tools is measured by tool makers microscope, stereo vision system, 

pin on drum apparatus, digital image analyzer, scanning electron microscope, block on ring test, slurry 

abrasion tests. In stereo vision system, charge couple device (CCD) camera is mounted on the measuring 

table. This CCD stereo vision technique is generally used in online tool wear measurement and machine 

vision system. The specimen (cutting tools) are placed on the table and the image of the tool insert is captured 
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by a CCD camera. The images are processed to find the wear of the cutting tools. The schematic 

representation of stereo vision system is illustrated in figure 2.1. The scanning electron microscope is used 

to find the wear and microscopic structure of the specimen (cutting tools). 

 

Figure:2.1 Stereo vision system (CCD Camera) 

Pin on drum apparatus is another method to find the wear of the cutting tools. In this apparatus, tool 

inserts are placed in the rotating drum. The load is given to the specimen using a ball type tribometer. The 

wear is sensed using the tribometer and it is sent to the computer. The schematic representation of pin on 

drum apparatus is shown in figure 2.2. The block on ring wear test is another method to evaluate the wear 

performance of cutting tools. In block on ring test apparatus, the tool insert is placed on a ring and load is 

given. Block on ring test apparatus is similar to the pin on drum wear testing machine. 

 

Figure:2.2 Pin on drum apparatus for wear measurement 

In alumina slurry abrasion test, an alumina slurry ball is rotated on the specimen. Due to continuous 

rotation, specimen undergoes wear due to friction. The wear of the specimen is determined using tool makers 

microscope. The geometry of worn tool insert is subtracted from the unworn tool insert dimension to obtain 

the wear of tool insert. The techniques used to measure the wear are illustrated in figure 2.3 

3. Vibration measurement techniques: 

In general, the vibration of the system is measured by vibration sensors. accelerometers, velocity 

transducers, displacement transducers which converts vibrational energy into electric signals. 
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Figure:2.3 Tool wear measurement techniques 

In accelerometer, piezoelectric crystals are used to sense the vibrations of the system. The schematic 

representation of piezo electric vibration sensor is shown in figure 3.1. The commonly used vibration 

measurement techniques are illustrated in figure 3.2. 

 

Figure:3.1 Piezoelectric crystal vibration sensor 

 

Figure:3.2 Classifications of vibration sensors 

4.Surface roughness measurement techniques: 

In general, the surface roughness of the specimen is be measured by interferometer, surface photographs, 

stylus – probe instruments. Interferometry is the technique used to measure the surface finish using 

interference of fringes. The specimen is illuminated by a coherent source of light and fringes obtained in the 

interferometer is interpreted to measure the surface finish. The stylus- probe method is commonly used to 

determine the surface roughness of the specimen. In this apparatus, a measuring reed (stylus) slides on the 
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surface of the specimen. The surface roughness of the specimen is magnified and displayed in the apparatus. 

The commonly used surface roughness measuring techniques are depicted in figure 4.1 

 

Figure:4.1 Types of surface roughness measurement 

5.Modern wear measurement techniques:  

In conventional measuring systems of wear, vibrations and cutting forces, the data are recorded 

offline and the decision of tool insert changing have been taken by magnitude of the wear and vibrations. It 

leads to time consumption. To overcome this adverse effect, online data monitoring techniques are developed 

to monitor the wear, cutting forces and vibrations online and the datas are digitalized and transformed to 

cloud to perform machining operation, tool changing decisions etc., these cloud computing systems plays a 

key role in industry 4.0 and automation sector. In industry 4.0. the decision making of tool changing is 

interpreted with deep learning and machine learning techniques. These machine learning techniques assists 

to syrvey the data, monitor and learn the activities of CNC machines with respect to the feed rate, speed of 

the spindle and depth of cut. The variations of vibrations, wear rate and cutting forces are studied, predicted 

for tool changing activities. The advantages of digital transformation of these wear, cutting forces and 

vibration data are helps in data storage and transferred from one place to other place by IOT technique. 

6.Conclusion: 

 The conventional measurement of wear, vibration and cutting forces are demonstrated. The 

parameters affecting the wear, cutting forces and vibrations are exhibited.  The comparison made from 

conventional and modern techniques of tool wear measurement, wear measurement and vibration 

measurement are exhibited. Smart sensors, measurement technology have been evolved in machine tool 

metrology to enhance industry 4.0 and internet of things to perform automation. The robotic machining 

centres are have been accompanied with machine learning and deep learning technologies. The modern 

techniques furnish the way to evolve new technologies and innovations in industry 4.0 
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ABSTRACT
Nowadays there is an increasing demand to develop light weight defense
vehicles, fighter aircrafts and warships in order to enhance their mobility
and fuel economy. It can be achieved by using the light weight structures
made up of Aluminum and Magnesium plates which will reduce the
weight, increase the payload carrying capacity and efficiency of the
vehicles. In the present work, experimental ballistic performance of
Magnesium (AZ31B) Base Metal (BM), friction-stir-welded (FSW) and post-
weld-heat treated (PWHT) target plates have been determined by using
the 7.62mm Armor Piercing Projectiles (APP). Prior to ballistic testing,
Magnesium joints were prepared by the FSW process for various tool rota-
tional and welding speeds. Defect-free welds with better tensile and
impact properties, were obtained with tool rotational speed of 1200 rpm
and the welding speed of 50mm/min. PWHT was carried out with the
annealing temperature at 250 �C for about 1 hour. Microhardness and
microstructure of the FSW and PWHT joints were investigated. Highest
hardness (67 HV) was obtained for fine grain structure and precipitated
particles were observed for PWHT targets. Depth of Penetration of PWHT
target plates was approximately 17.55% and 16.31% lower than the BM
and FSW target plates respectively. Scanning Electron Microscopic observa-
tion of projectile penetrated channel showed the formation of Adiabatic
Shear Bands (ASBs). Due to a larger number of ASB lines, ballistic impacted
FSW surface showed more number of macro cracks compared to PWHT
surface. The PWHT joints showed the absence of fragmentation failure,
lesser cracks and ASB lines which increased the ballistic performance.
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1. Introduction

In recent years, there is an increasing requirement to develop lightweight structures for the
defense industry to minimize the weight of tankers, fighter aircrafts and ships in order to enhance
the payload carrying capacity and fuel economy of the vehicles. Aluminum (Al) and Magnesium
(Mg) alloys are being used to manufacture the ultra-lightweight armored ground vehicles tanks
and aircrafts due to their properties such as, lesser bulk density, high damping characteristics and
excellent dimensional stability. Jones and DeLorme (2008) have reported that, specific damping
capacity of the magnesium alloy is approximately 37% and 84% higher than that of steel and alu-
minum alloy respectively. Mathaudhu and Nyberg (2010) reported that, Magnesium alloy
(AZ31B) is generally used in tankers, cockpit, stabilizer fins and missile applications. In defense
tanks, many parts need both permanent and temporary joints. Bulk volume and irregular profile
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limit the traditional manufacturing process which requires welded joints, bolts and nuts which are
inevitable (Holmen et al. 2015). At present, Mg plates are welded by gas tungsten arc welding
(GTAW) and gas metal arc welding (GMAW) processes. Even though, reasonable welding speeds
can be achieved, formation of high weld residual stress and changes in metallurgical structures are
unavoidable [Lee et al. (2003)] and thus FSW was considered in the present work. This welding
technique has exhibited lesser distortion and improved joint strength compared to other welding
processes. Normally post weld heat treatment of welded joints can be used to reduce the residual
stresses and rebuild the weld properties. Generally FSW can be used to weld all grades of alumi-
num alloys and lack of work has been reported to study the weld ability of Mg alloys. In this paper,
weldability and ballistic performance of Mg (AZ31B) plates joined by FSW process have been
investigated for gaining further additional lightweight for the existing combat structures.

Generally welding of magnesium alloys is quite difficult in contrast to steel and aluminum alloys
due to its low surface tension and high surface vapor pressure. Many researchers (Fu et al. (2012);
Liu and Dong (2006) and Min et al. (2009) have reported that conventional welding processes such
as, GTAW, electron beam welding, and laser beam welding and resistance spot welding processes
will be suitable to magnesium alloy. Padmanaban, Balasubramanian, and Reddy (2011) reported
that, among these welding processes of AZ series, Mg alloy is difficult to weld due to porosity forma-
tion and defects such as solidification cracking, oxidization and hot cracks which may deteriorate
the joint’s strength. Several researchers (Jannet, Mathews, and Raja (2014), Munoz et al. (2008) and
Zhao et al. (2010) suggested that magnesium and aluminum alloy welds manufactured by FSW pro-
cess have enhanced the tensile strength, hardness and impact strength related to fusion welding pro-
cess. FSW is the most successful process, enabling a possible solid-state joining technique which has
enormous potential in the welding of non-ferrous alloys, because it can provide reliable joint-effi-
ciency with lesser thermal deformation of work species.

Several researchers (Richmire, Sharifi, and Haghshenas (2018a), Lockyer and Russell (2000)
have made an attempt to investigate the mechanical properties of welded Mg plates joined by
FSW process. Motalleb-Nejad et al. (2014) studied the effect of FSW pin geometry on mechanical
behavior and microstructural variation of AZ31B magnesium butt welded joint. Pin profiles var-
ied from cylindrical shape, screw threaded shape and tapered profile were considered and proved
that tapered and screw threaded pin profiles showed finest microstructure and higher mechanical
properties. Similar observation was made by Ilangovan et al. (2015), while joining heat treatable
(AA6061) and non-heat treatable aluminum alloys (AA5083). This is due to the fact of threaded
taper profile causes improved flow of materials in between two alloys and formation of defect
free welded joints. Padmanaban and Balasubramanian (2010) studied the effect of FSW process
parameters such as, tool speed, welding feed and axial force on mechanical properties of Mg
(AZ31B) alloys. They observed that, tool speed of 1600 rpm, a welding feed of 0.67mm/s, and an
axial force of 3 kN showed improved joint efficiency. It is also mentioned that, optimum level of
heat developed, finer grains, and higher hardness were the main reasons for the better tensile
properties of these joints. Similarly [Singarapu, Adepu, and Arumalle (2015)] observed that tool
rotational speed and traverse speed are the important parameters in deciding the mechanical
properties of friction-stir-processed AZ31B magnesium alloy. The observations of [Sevvel and
Jaiganesh (2014)] also confirmed that tool rotational speed, traversing rate and profile (taper)
plays an important role in determining the optimum mechanical properties of Mg joints. In add-
ition, [Fu et al. (2012)] noticed that, FSW tool rotating in anti-clockwise direction shows
improved mechanical properties. Shen, Wang, and Liu (2012) studied the effect of tool pin diam-
eter on microstructure and mechanical properties of friction stir spot welded AZ31B magnesium
alloy joints. It is noted that, a larger pin diameter leads to the formation of coarse grains at differ-
ent zones of the welded joints. Even though, many researchers have studied the influence of sev-
eral FSW process parameters on mechanical properties, lack of work has been reported to
determine the influence of those properties on ballistic behavior.
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Guo et al. (2009; 2011) determined the optimum post weld heat treatment parameters to obtain
improved mechanical properties of the friction stir welded Magnesium (AZ31) joints. Maximum yield
and tensile strength of 139.9MPa and 238.4MPa were obtained for the joint. The authors reported
that, heat treatment after welding will be beneficial to achieve improved joint properties. Ballistic per-
formance of the joints has not been attempted. Fukumoto et al. (2007) studied the effect of post weld
heat treatment on microstructure and mechanical properties of friction welded Magnesium joints.
The authors could able to achieve fine grain size at the weld region due to dynamic recrystallization
and they mentioned that, effect of PWHT is significant beyond a grain size of 15lm. Balakrishnan,
Balasubramanian, and Madhusudhan Reddy (2013b) improved the ballistic performance of the
welded steel joints by depositing a soft austenitic stainless-steel buttering layer in between the base
metal and the hard faced layer. During this process, the welded samples were heated additionally.
Wang et al. (2017) determined the optimum post weld heat parameters to achieve the improved
mechanical properties and microstructures. The authors suggested that, heating the joints for about
300 �C and one hour will improve the yield strength, fatigue strength and microhardness.

Thompson et al. (2012) suggested that ballistic performance of the friction stir welded joints is
superior to other welded joints prepared by arc welding process. Thompson et al. (2012) and
Sullivan et al. (2011) mentioned that, among the gas welding techniques, FSW plays a key role in
the manufacture of military vehicles for its structural integrity, hull structures and trailer frames
of combat vehicles. The influence of post weld heat treatment has not been considered. Abdullah
et al. (2015) determined the ballistic failure behavior of AZ31B magnesium alloy with addition of
lead with three different proportions of lead (1%, 5%, and 10%) manufactured through the
Disintegrated Melt Deposition (DMD) process. Energy absorption characteristics have been eval-
uated by experimental and numerical ballistic tests. It was noticed that 5% addition of lead in
AZ31B increased the energy absorbing capacity and durability. Banichuk et al. (2013) mentioned
that, most of the homogenous solid target plates failed by cone fracture. Jones et al. (2007) has
conducted ballistic experiments on a rolled Mg plate and compared the observations with
AA5083 targets. Jones et al. (2012) has proven that, Mg (AZ31B) will be a very good substitute
armor material for AA5083 against armor piercing projectiles. Ben-Dor, Dubinsky, and Elperin
(2006a) noticed superior ballistic resistance for monolithic target plates than composed thin target
plates at equal thickness. Army research Laboratory (ARL) of US government has conducted
several ballistic experiments and developed the first set of Mg alloy acceptance standards:
MIL-DTL-32333 (MR). Ben-Dor, Dubinsky, and Elperin (2006b; 2010; and 2018) estimated the
ballistic performance of the targets using the DOP value. The magnesium targets were thermally
treated prior to ballistic experiments and the observations are limited to base metal only.

Many researchers (Padmanaban and Balasubramanian (2010), Sevvel and Jaiganesh (2014) have
investigated the influencing factors affecting the mechanical properties of magnesium (AZ31B)
FSW welded joints. However, the effect of PWHT on ballistic properties of magnesium -welded
joints has not been investigated elaborately. Lack of work has been reported to determine the ballis-
tic performance of friction-stir-welded magnesium joints. The primary objectives of this work are:

i. To determine the mechanical properties of AZ31B magnesium alloy (BM) and friction- stir
-welded joints as per ASTM standards.

ii. To determine the optimum FSW process parameters, such as tool rotational speed (rpm)
and welding speed (mm/min) for producing sound and defect-free joints with improved
mechanical properties.

iii. To investigate the effect of PWHT on microhardness and microstructure of AZ31B friction
-stir -welded joints.

iv. To determine the ballistic performance of BM, FSW and PWHT joints of AZ31B magne-
sium alloy targets using 7.62mm Armor Piercing Projectiles (APP). In addition, the ballistic
impact fracture behavior of FSW and PWHT targets will be investigated.
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The objectives of the present work were achieved in three stages.

� In stage-1, the influence of FSW process parameters, namely, tool rotational speed (rpm) and
welding speed (mm/min) on the mechanical properties (tensile strength, impact test and hard-
ness) was carried out experimentally. This is to obtain the defect-free weld parameters.

� In stage-2, using the optimum parameters obtained in stage-1, sound and defect-free friction-
stir-welded samples were prepared, and PWHT was carried out.

� In stage-3, ballistic performance of BM, FSW joints and PWHT joints were evaluated by
impacting 7.62� 39mm APP, and fractographic examination was carried out using Scanning
Electron Microscope (SEM).

2. Experimental procedure

2.1. Preparation of magnesium-welded joint by FSW process

The Base Metal (BM), as received for experiment, was magnesium alloy AZ31B which was 8mm
thick, fabricated using the Disintegrated Melt Deposition (DMD) technique. These plates were
prepared by melting the magnesium alloy ingots at a temperature of 680 �C in an inert gas atmos-
phere in an electrical heating furnace. Further flat casted plate is configured to the required size

Table 1. Chemical composition (wt %) of AZ31B Magnesium alloy [J.W. Liu et al. (2014)].

Al Mn Zn Mg

3.1 0.2 1 Bal

Table 2. Mechanical properties of AZ31B Magnesium alloy.

Yield strength (MPa) Ultimate tensile strength (MPa) Elongation (%) Hardness at 0.1 kg load (Hv) Impact energy (J)

149.5 213.679 18.285 66 6

Figure 1. FSW tool dimensions.
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of 100mm � 50mm using an abrasive cutting and vertical milling center. The chemical compos-
ition of the AZ31B Mg alloy is shown in Table 1.

Mechanical properties of the Mg alloy such as tensile strength, hardness and impact strength
were determined by conducting the experiments as per ASTM standard and the values are listed
in Table 2.

FSW tool was made of H13 steel with a tapered pin profile. This has a better joint efficiency
and microstructure for AZ31B FSW welded joint compared to other profiles (Motalleb-Nejad

Table 3. Details of FSW pin profile.

Sl.No Tool parameters Values

1 Tool material Hot Work Tool Steel (H13) C,0.45; Cr,
5.5; Mn,0.5; Mo, 1.75

2 Tool shoulder diameter, D (mm) 28
3 Pin diameter, d (mm) 9
4 D/d ratio of tool 2.8
5 Pin length, L (mm) 7.7
6 Shoulder penetration inserted into the

surface of base metal (mm)
0.2

7 Tool inclination angle (deg) 0

Table 4. Macrograph of joint cross section to fix the process parameter.

Sl. No Welding parameter Macrograph of joint cross section Name of the defect / reasons

1 Tool Rotational speed less than 1000 rpm Tunnel : Insufficient heat input

2 Tool Rotational greater than 1400 rpm Tunnel and crack: Higher heat input

3 Welding speed less than 40mm/min Worm hole : Excessive heat input

4 Welding speed greater than 60mm/min. Tunnel : In sufficient heat input
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et al. (2014) and Shen, Wang, and Liu (2012). Figure 1 shows the tool dimensions and the prop-
erties of non-consumable taper pin are tabulated in Table 3.

An indigenously developed FSW machine [15Hp; 3000 rpm; 30KN] has been used for the fab-
rication of the FSW joints. The significance of the tool rotational speed and welding speed in
determining the tensile strength and defect-free FSW joints are depicted in the published results
(Fu et al. (2012) and Shen, Wang, and Liu (2012). To start with, FSW joints were fabricated by
varying these process parameters to achieve defect-free welded joints.

Figure 2. Macrograph image of defect free AZ31B FSW.

Table 5. Process parameters used for FSW.

Test No Joint Designation Tool Rotation Speed (rpm) Welding speed (mm/min)

1 A 1000 40
2 B 1000 50
3 C 1000 60
4 D 1200 40
5 E 1200 50
6 F 1200 60
7 G 1400 40
8 H 1400 50
9 I 1400 60

Figure 3. Photographic view of nine FSW joints.
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Nine FSW trial runs were conducted to determine the working range of tool rotational speed,
welding speed, and the specimens are extracted from each trial and it is subjected to macrostruc-
ture analysis. Table 4 shows the macroscopic joint defects noticed after different trial runs.

The following observations were made:

� A ‘worm hole’ defect was observed when the welding speed was less than 40mm/min, and a
‘tunnel defect’ was experiential with a tool rotational speed lower than 1000 rpm.

� A crack and a few tunnel defects were observed when the tool rotational speed was more than
1400 rpm and a welding speed of more than 60mm/min.

Reasonable process-parameter limits were selected to enable the preparation of FSW joints
without any macro-level defects as shown in Figure 2.

Two parameters, each at three levels, were used for the fabrication of nine different joint desig-
nations. The process parameters considered for the FSW joints are listed in Table 5. Nine FSW
joints were fabricated as shown in Figure 3.

Precisely nine macro-level defects-free FSW-welded joints of the AZ31B alloy were fabricated.
Their tensile, and impact properties were examined by performing the tensile and Charpy impact
tests as per the ASTM standards. Post weld heat treatment was done at a furnace with a tempera-
ture of 250 �C for about 1-hour duration. The effects of PWHT on the microstructures, hardness
and ballistic properties of this FSW joint were investigated.

2.2. Ballistic test procedure of different targets

Ballistic impact experiments were performed on magnesium (AZ31B) BM, FSW joints and
PWHT joints to determine the ballistic performance as per the Military standard of MIL-DTL-
32333 (MR). Figure 4(a) illustrates the schematic arrangement of ballistic experimental setup and
Figure 4(b) shows the photographic view of the ballistic testing machine.

Ballistic impact experiments were performed on FSW joints and PWHT joints by directing the
projectile toward the stir zone (SZ) region. The target plates with a dimension of 8mm thickness
and 110� 110mm2 cross sections as front plates were held into the fixture. Aluminum plates
(Al6062) with dimensions of 20mm thickness and 75� 150mm2 cross sections were used as a
backing plate. The front plate and Al6062 backing plate were clamped together rigidly with the
help of holding clamps without any air gap. The ballistic impact resistance of different targets
such as BM, FSW joints and PWHT joints were estimated by measuring the DOP of projectile
into Al6062 backing plates. Armor piercing projectile (APP) of 7.62mm � 39mm with hard steel
core (HSC) and a soft core of copper jacket were considered for the experiment. Photographs of
the projectile before and after ballistic impact test are shown in Figure 5(a) and (b). The total
mass of core was 7.85 g with the ball powder mass of 1.420 g. A projectile was fired from a gun
barrel located at a distance of 10 m away from target plates at 0� degree angle of attack. An infra-
red light emitting diode was located between the gun barrel and the target area to measure the
striking velocity of the projectile.

3. Results and discussion

3.1. Tensile properties of FSW joints

Nine macro level defects-free FSW-welded joints of the AZ31B alloy were fabricated and their
tensile properties were examined by performing the tensile test as per the ASTM-E08 standard.
Figure 6 shows the dimensions of tensile test specimens as per ASTM standard were machined at
a right angle to FSW welding direction using a CNC milling machine.
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Tensile testing was carried out by a universal testing machine of 100KN capacity [Model:
KIC-1-1000-C and Make: Kalpak, India], and its specimens are shown in Figure 7.

The specimen was loaded between the crossheads of the UTM subjected to a load of 100KN
with a strain rate of 10�4 s �1 at a crosshead speed of 0.5mm/min at room temperature. The
stress-strain curves for FSW joints are shown in Figure 8(a). Yield strength, tensile strength and
percentage of elongation was determined for BM and different designations of FSW joint. For

Figure 4. Ballistic Impact test set up. (a) Schematic arrangement of ballistic setup. (b) Photographic view of ballistic testing machine.

Figure 5. (a) Projectile with cartridge. (b) Projectile core.
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each joint designation, three specimens were tested. The average tensile results are shown in
Figure 8(b).

Among the nine FSW joints, the joint which was fabricated with a tool rotational speed of
1200 rpm and the welding speed of 50mm/min (Joint designation ‘‘E’’), indicates a higher yield
strength (120.5MPa), tensile strength (161.42MPa) and elongation (15.68%) .

The above combination of process parameters produces sufficient heat during welding, leading
to a good homogeneous mixing of metal in the weld region and optimum material flow. The ten-
sile properties of joints fabricated G (1400 rpm, 40mm/min), H (1400 rpm, 50mm/min) and I
(1400 rpm, 60mm/min) were 70% lower than the joint designation ‘‘E’’. When the tool rotational
speed was increased from 1200 rpm to 1400 rpm, the heat generation within the SZ region also

Figure 6. Dimensions of tensile test specimen.

Figure 7. Tensile specimens after tensile test.

Figure 8. (a) Stress - Strain for FSW joints. (b) Tensile test results for various joint designations.
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increases due to superior frictional heat which causes more thermal stresses at a slower cooling
rate. These led to excessive grain growths, which subsequently reduces the tensile properties of
the FSW joint. This result is in concurrence with that of Padmanaban and Balasubramanian
(2010). Tensile fractures were observed in the SZ for the joint designations A, B, F, G, H and I
and it was identified that the joint designations C, D and E fractured at the advancing side of
Thermo Mechanically Affected Zone (TMAZ) and Heat Affected Zone (HAZ) regions which are
shown in Figure 7. Mahmoud, Gaafer, and Khalifa (2008) and Rajakumar, Muralidharan, and
Balasubramanian (2011) reported that in FSW, as the tool rotational speed increases, the heat
input in the stirred zone also increased. The higher tool rotational speed resulted in higher tem-
perature and this led to the movement of material to the top surface of the SZ region, which con-
sequently produces microvoids in the SZ [Padmanaban and Balasubramanian (2010)] hence this,
might be one of the reasons for joint designations G, H and I fractured at SZ .The joint designa-
tions A and B fractured in the SZ region due to lower tool rotational speed, which resultantly
produces insufficient heat generation and inadequate metal filling in SZ which causes some
internal defects in the weld joint. Similar results were observed in the work (Hassan et al. (2010)
and Rajakumar, Muralidharan, and Balasubramanian (2011). The fracture occurred in the SZ
region of F joint designation and this is due to higher welding speed compared to D and E.
Thus, higher welding speed results faster cooling rate and insufficient heat input which might
cause improper mixing of metal that produces insufficient bonding in the FSW joint. Singarapu,
Adepu, and Arumalle (2015) reported an increase in welding speed decreases the tensile strength
and percentage of elongation of FSW joint of AZ31B. The fracture for the joint designations C,
D and E occurred at the advancing side of HAZ. The SZ which is closer to the advancing side
experiences higher thermal effects. It also exhibits superior plastic deformation during the FSW
process than on the retreating side. Hence, this results to the formation of coarse a-grains in the
advancing side of HAZ, which eventually reduces the strength and lead to fracture. Similar obser-
vations were made by (Fu et al. (2012) and during tensile testing of Mg joints prepared by FSW
process. Thus one expects joint fracture at the advancing side of HAZ. However, as mentioned
earlier, the joint designation E (1200 rpm, 50mm/min) shows the superior tensile strength com-
pared to other joint designations. Hence the above observation indicates that an optimum com-
bination of tool rotational speed and welding speed can influence the tensile properties of
the joints.

3.2. Impact properties of AZ31B welded joints

Charpy Impact test was carried out using impact testing machine [Model: IT-30 and Make: FIE,
India] at room temperature as per the ASTM-E23-04 standard. Specimens with V- notch at the
middle region of weld metal were prepared as per the dimensions as shown in Figure 9.

The impact energy absorbed by each joint was compared with BM. Three experiments were
conducted for each joint designation and the average values were plotted in Figure 10. The
impact energy of FSW joints of AZ31B was found inferior to the BM. The highest impact energy
was demonstrated by the joint fabricated, using joint designation of C, D and E which was 16%
lower than the BM, but superior to all other FSW joint designations.

Figure 9. Dimensions of impact test specimen.
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It was noted that there was a gradual decrease in the impact energy when rotational speed
increases beyond 1200 rpm due to the effect of high heat input, which led to inappropriate thermal
softening of material during FSW.

3.3. Microstructure studies on joints before and after PWHT

In order to understand the effect of PWHT, microstructure analysis of the BM, FSW and PWHT
at different regions were examined using optical microscope [Model: SB-B1-1 and Make: Seiwa,
Japan]. Before the metallographic investigation, the samples were sectioned and polished using
different grit size of emery paper and finally polished with synthetic fiber cloth along with the
diamond paste. The chemical etching was done using the solution containing (10ml acetic acid
(CH3COOH), 5ml picric acid (C6H3N3O7), 95ml ethyl alcohol and 10ml water). Figure 11(a)
and (b) illustrates the micrographs taken at BM region of FSW and PWHT joints. BM region of
FSW consists of non-uniform microstructure together with dendrites and the presence of inter-
metallic structure.

Figure 11(a) shows the microstructure consisting of primary a-Mg and the intermetallic phase
of Mg17Al12 at grain boundaries. After the PWHT near the BM region, the majority of the inter-
metallic phase was dissolved and several halos were noticed in Figure 11(b). Energy Dispersive X-
Ray Analysis (EDX) confirms the presence of Mg17 Al12 phase at particular region as shown in
Figure 12.

A pattern of halos is caused by the diffusion of Al from the Mg17 Al12 intermetallic phase and
supersaturated eutectic a-Mg to the surrounding primary a-Mg dendrites which are similar to the
research reported in Wang, Liu, and Fan (2006; Wang et al. 2014). The SZ region of FSW joint
showed in Figure 13(a) shows a more uniform microstructure as compared to the BM region.
Fine-grained dynamically recrystallized structure observed in the SZ region and dendrites struc-
ture over region gets partially disappeared which due to a high-temperature effect was caused by
stirring action of FSW tool. Other researchers [Richmire, Hall, and Haghshenas (2018b)] have
also found related fine grains and disappeared dendrites structure in the SZ region of cast magne-
sium alloy FSW joint.

The SZ region of PWHT Figure 13(b) reveals much fine and equiaxed a-Mg grains compared
to non-heat treated FSW joints. The average grain sizes of the SZ region –FSW were 38 mm and
12mm at the lowest in the SZ region of the PWHT. The SEM morphology of the PWHT SZ
region shown in Figure 14(a) illustrates that a few precipitations were observed at the grain
boundary. The prime reason for the resemblance between the structure of the PWHT–SZ region
and that of FSW–SZ region is due to heat treatment followed by cooling in the furnace. HAZ

Figure 10. Effect of process parameters on impact test.

MECHANICS BASED DESIGN OF STRUCTURES AND MACHINES 11



without heat-treated condition shows the coarse a-Mg and thin eutectic structure which is illus-
trated in Figure 13(c); however, this is because of insufficient thermal cycle and absence of plastic
deformation caused by the FSW tool. This is the one of the reason of fracture observed at the
FSW-HAZ region during the tensile test. Figure 13(d) shows a substantial presence of Mg17Al12
and thick eutectic structure compared to HAZ without heat-treated condition.

The average grain sizes of the HAZ region –FSW were 68 mm and 48mm at the lowest in the
HAZ region of PWHT. It was observed in the SEM image as shown in Figure 14(b), quite discon-
tinuous precipitates near the grain boundaries. The fact that the formation of precipitates after
heat-treatment slightly increases the hardness value of the SZ region compared to BM in the pre-
sent study and it is in agreement with the results of [Wang et al. (2017)] whose analysis con-
cluded that heat treatment technique improves the hardness value of AZ31B FSW joint.

Figure 11. Optical micrographs. (a) BM-FSW. (b) BM-PWHT.

Figure 12. EDX results for Mg17 Al12 phase.
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3.4. Effect of PWHT on microhardness of joints

Microhardness measurement was taken using a Vickers hardness testing machine [Model: MMT-
3 and Make: Matsuzawa, Japan] as per ASTM-E-384-05 standard. Indentation load of 100 g and
dwell-time of 15 s were used. The specimen had a cross-section along the transverse direction.

Figure 13. Optical micrographs at various regions of the welded joints. (a) SZ-FSW. (b) SZ-PWHT. (c) HAZ -FSW. (d) HAZ -PWHT.

Figure 14. SEM micrographs. (a) SZ-PWHT. (b) HAZ-PWHT.
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Hardness reading was taken at regular intervals of 2mm on both sides of the weld. Three set of
values were taken at each distance and an average results with error of the FSW and PWHT
joints is shown in Figure 15. SZ of FSW joint and PWHT joint shows a considerable hardness
variations, compared to the BM. Microhardness for the FSW and PWHT joints shows a decreas-
ing trend in the TMAZ region and also a drop at the HAZ region on both sides of the joints.

The least hardness value was observed at the HAZ – non post weld heat treated FSW region,
which is due to the presence of coarse a-Mg illustrated in Figure 13(c). The hardness values for
PWHT condition (67 HV) is higher than non-heat treated FSW joint (63 HV). The improved
hardness in the PWHT –SZ region is attributed to the formation of precipitates and fine grain
structure illustrated in Figure 13(b).

The annealing effect on HAZ –PWHT had little influence on the formation of recrystallized
grain size of 48mm which is smaller compared to HAZ-FSW. The HAZ region of PWHT shows a
little difference in contrast with the HAZ region of FSW hardness. The investigation confirms an
improvement in hardness at SZ due to PWHT.

3.5. Ballistic results

Ballistic impact test were performed on magnesium (AZ31B) BM, FSW and PWHT joints in two
stages. In stage 1, ballistic impact test of BM was conducted at three different velocities
368 ± 10m/s (low velocity), 456 ± 10m/s (medium velocity) and 597 ± 10m/s (high velocity) that
are referred to as S01, S02 and S03 for each target at least two test were performed as shown in
Figure 16. For each projectile impact, DOP was measured on a 20mm thick Al6062 backing plate
placed behind the target.

In stage 2, the ballistic impact test of AZ31B FSW joints and PWHT joints were carried out
with a striking velocity of 456 ± 10m/s. The FSW joints were prepared from the suitable process
parameter (1200 rpm, 50mm/min) as the common designation “E”. These FSW joints were
defect-free and showed excellent mechanical properties. These joints were subjected to PWHT
process, followed by ballistic impact test. To determine the DOP value, seven shots were made on
the FSW and PWHT targets. Among these seven shots, three for FSW (S04, S05 and S06) joints
and the other four shots for PWHT (S07, S08, S09 and S10) joints were performed.

3.5.1. Mechanisms in ballistic impacted AZ31B magnesium targets
Figure 17(a)–(c) illustrate the front face of BM targets namely, S01, S02 and S03, which was sub-
jected to projectile impact. The initial impact of the projectile caused failure of S01 and S02 tar-
gets. A crack was noticed around the crater region at the front side of S01, which led to a shift in
the projectile on the target.

Figure 15. Microhardness variations of FSW and PWHT samples.
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The above phenomenon occurred due to the higher value of initial stress rather than the ultimate
strength of the material. A bulge occurred on the front face of the S03 target after the formation of
the hole during the penetration of projectile. There was a failure due to ductile hole enlargement.
The cross-section of the S03 penetration channel is shown in Figure 17(d). When the striking vel-
ocity was increased from 368m/s to 597m/s, changes in the mode of failure were observed.

Figure 16. Ballistic test of AZ31B base metal with three different velocities.

Figure 17. Front face penetration channel of AZ31B plates after ballistic test. (a) S01 plate. (b) S02 plate. (c) S03 plate. (d)
S03plate penetration channel.
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Figure 18(a)–(c) shows the front face and penetration channel of FSW-welded targets S04, S05
and S06 which were subjected to the projectile impact velocity of 456 ± 10m/s. The mechanism of
failure in the front face was observed as a ductile hole enlargement in the S04 target.

The mechanism of failure changed from ductile hole enlargement with a little amount of spal-
ling in the front face of the S05 target. A crack formed near the TMAZ zone and the projectile
penetration shifted away from the SZ region due to the non-uniform hardness of the welded
joint. Figure 18(c) shows the penetration of the projectile into the S06 target along the direction
of thickness. Ballistic failure mechanism observed was plugging in addition to a limited ductile
failure. The occurrence of plugging failure could be due to higher shear stress developed around
the hole region. Similarly, the occurrence of a ductile failure at the exit region was due to a minor
decrease in hardness along the thickness direction.

Figure 19(a) and (b) shows the front portion of the projectile penetrated region of PWHT tar-
gets of S07 and S08. Penetration channel of the S08 PWHT target is shown in Figure 19c.
Combined modes, such as plugging and scabbing, were observed in these targets.

Plugging was observed at the entry stage of the projectile due to the variations in shear stress
produced around the SZ region. “Scabbing” appeared at the exit region of a target. The formation
of fracture produced by deformation was the result of a decrease in hardness as the ballistic
resistance depends upon the hardness of the target (Balakrishnan, Balasubramanian, and
Madhusudhan Reddy (2013a); Erdem et al. (2016); and Iqbal et al. (2017).

DOP of the projectile into the target and back plate was measured using a digital probe type
height gauge [Model: Digimar 814 SR and Make: Mahr, Germany]. Projectile penetrated backing
plates were sectioned using a band hacksaw machine and images were taken along the penetra-
tion channels for various conditions which are shown in Figure 20.

Figure 18. Front face penetration channel of FSW joints after ballistic test. (a) S04 plate. (b) S05 plate. (c) S06 plate penetra-
tion channel.

Figure 19. Front face penetration channel of PWHT joints after ballistic test. (a) S07 plate. (b) S08 plate. (c) S08 plate penetration
channel.
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Table 6 provides a summary of the experimental ballistics results for different types of targets,
and the striking velocity. Different trials were attempted for a particular projectile velocity in
order to ensure the repeatability of experimental results.

DOP measurement indicates better ballistic resistance of PWHT targets compared to FSW and
BM targets. DOP values of the PWHT target were 17.55% and 16.31% lower than BM and FSW
targets as shown in Figure 21. The superior performance could be due to the formation of ther-
mal gradients during the annealing process. During the FSW process, the stirring action of the
tool causes flow stress which reduces the thermal softening of the material.

Microstructure of PWHT-SZ depicts the formation of fine grains with a hardness of 67HV,
when compared to non-post heat treated FSW stir zone of 63HV hardness. Improved hardness
near the PWHT-SZ absorbs ballistic impact caused by the projectile and hence there was less
DOP value when compared to FSW and BM targets. The annealing process of the weld region

Table 6. Ballistic impact results of different targets.

Sl.No Type of Target Shot No Velocity (m/s) Depth of penetration (DOP) in mm

1 BM S01 368 8.39
2 S02 456 13.56
3 S03 597 18.30
4 FSW S04 448 11.19
5 S05 454 12.87
6 S06 456 13.36
7 PWHT S07 452 10.15
8 S08 456 11.18
9 S09 454 10.10
10 S10 456 11.12

Figure 21. Comparison of DOP of various Targets.

Figure 20. Penetration channel in Al6062 backing plate.
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increases the hardness and formation of small precipitates when compared to non-heat treated
welded plates. The improved hardness value and precipitates offer resistance against projectile
penetration of the PWHT targets and thus reduces the DOP value.

The ballistic testing of PWHT targets indicates that ductile hole growth dominates in most of
the targets. Hardness and ductility of the material have been the causes of this type of failure on
targets (Erdem et al. 2016). Fragmentation type of failure was not observed in all three conditions
of AZ31B magnesium alloy, leading to the conclusion that a solid-state welding process does not
affect the ballistic performance of the FSW joints. In the case of FSW joints, the DOP value of
the welded joints was slightly lower than BM. Improved ballistic resistance was observed for
PWHT targets, when compared to BM and FSW targets. A fractographic analysis was carried out
to understand the fracture behavior of each target.

3.6. Fractographic analysis of ballistic fractured surface

The fractographic analysis of the projectile-penetrated regions was carried out using a Scanning
Electron Microscope (SEM) [Model: Sigma 300 and Make: Zeiss, Germany]. Figure 22(a) and (b)
depicts the SEM fractographs captured at the middle region of the penetration channel of FSW weld
region and PWHT target plates. FSW and PWHT target plates indicates the combined failure modes
of ductile and shear fracture. A large number of adiabatic shear bands (ASBs) was observed at the
FSW crater region, compared to PWHT surface which results in a decrease in ballistic performance.

Figure 22. Fractographs of fracture surface after ballistic test of striking velocity 456 m/s. (a) FSW crater surface. (b) PWHT cra-
ter surface.
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Plugging mode failure of FSW target was due to the effect of considerable shear stress developed
around the penetration region. The presence of ASBs was observed near the tensile opening region.

The presence of small dimples along the penetration channel of the PWHT target indicates that
penetration process assisted by ductile hole enlargement could be the reason for the decrease in the
DOP value. At a magnification of 100mm, non-propagating microcracks were observed at two loca-
tions of the PWHT target penetration channel. In FSW target, both crack nucleation and propagation
region were noticed in Figure 22(a). The results confirmed the capability of the PWHT stir zone to
absorb the projectile impact energy with the formation of minimum ASBs which, in turn, resulted in a
less number of microcracks. The present fracture results showed a good correlation with the observa-
tions of published results (Erdem et al. (2016); Sullivan et al. (2011); and Sukumar et al. (2013).

4. Conclusions

Experimental investigations on the consequence of FSW process parameters and PWHT on ballis-
tic resistance of magnesium -welded joints was carried out. The present attempt is aimed to
understand the suitability of magnesium plates, and welded joints for possible lightweight defense
vehicle construction, and the following observations were made from the results.

1. Macro-level defect-free magnesium FSW joint was obtained using a taper pin profile tool.
The tool rotational speed of 1000, 1200, 1400 rpm and the welding speed of 40, 50, 60mm/
min were considered primarily. Tool rotational speed of 1200 rpm and a welding speed of
50mm/min showed a highest joint tensile strength (161.42MPa) with impact energy (5J).

2. The microhardness of PWHT was improved when compare to FSW joints, which is due to
annealing effect.

3. Among the BM, FSW and PWHT joints tested, PWHT joints offers maximum ballistic resist-
ance with less depth of penetration and without any fragmentation mode of failure. The
DOP of PWHT plate was observed to be 17.55% and 16.31%, which was lower than that of
BM and FSW plates.

4. During the projectile impact, crack formation was observed at the HAZ of a friction-stir
welded plate as the result of variations in hardness distribution. It was also prominent that
the friction between the projectile and target and hardness played a vital role in ballistic
resistance of the targets.

5. Post-ballistic fractographic investigation of the fracture surface showed the formation of
ASBs, micro cracks and macro cracks in the PWHT and FSW target plates respectively. The
PWHT target exhibited less number of ASBs lines and micro cracks when compared to the
FSW target. The experimental observations indicate that magnesium AZ31B can be a suitable
alternative material for developing lightweight defense vehicles.
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Abstract: Ballistic behaviour of different zones of post-weld heat-treated (PWHT) magnesium alloy (AZ31B) target 
against 7.62 mm × 39 mm armour-piercing (AP) projectile with a striking velocity of (430±20) m/s was determined. 
Magnesium alloy (AZ31B) welded joints were prepared by using friction stir welding (FSW) process and subjected to 
different heat treatment conditions. The microhardness values of non-heat-treated and heat-treated FSW joints were 
investigated. The results indicated that PWHT process (250 °C, 1 h) has improved the microhardness of heat-treated 
FSW joints. Scanning electron microscope (SEM) microstructure showed that heat treatment has caused the formation 
of fine α-Mg grains and tiny precipitates and made the dissolution of β-Mg17Al12 phase into the Mg matrix. The ballistic 
behaviour of PWHT zones was estimated by measuring the depth of penetration (DOP) of the projectile. Lower DOP 
value was observed for the base metal zone (BMZ) of a heat-treated welded joint. Post ballistic SEM examinations on 
the cross-section of all three zones of crater region showed the formation of adiabatic shear band (ASB). 
Key words: AZ31B magnesium alloy; post-weld heat treatment; ballistic behaviour; penetration depth; adiabatic shear 
band 
                                                                                                             
 
 

1 Introduction 
 

In recent years many researchers have tried to 
use magnesium alloys for defence applications due 
to their better damping capability and lower density 
when compared to the steels and aluminium alloys. 
Mg alloys have been used in the defence tankers 
and defence aircrafts to decrease the mass and 
increase the fuel efficiency of the vehicle used in 
defence applications [1]. ABDULLAH et al [2] 
studied the ballistic resistance of cast AZ31B Mg 
alloy plates produced by disintegrated melt 
deposition (DMD) technique and reported that the 
addition of lead as reinforcement enhances the 
ballistic resistance. In the fabrication of defence 
tankers and vehicles structures, inevitably, there is a 
need of permanent and temporary joints. However, 

knowledge and selection of joint are most essential 
in the design of defence vehicle’s structures against 
the ballistic impact loads. The most common 
permanent joining technique is welding. Still, 
welding of magnesium is quite tricky, owing to its 
less surface tension and vapour pressure. However, 
traditional fusion welding techniques are not 
suitable for cast AZ31B Mg alloys due to the 
formation of solidification cracking, embrittlement 
and porosity in the weld zone [3,4]. The heat input 
during fusion welding process is higher compared 
to that during FSW [5]. THOMPSON et al [6] 
observed that the ballisitc limit of FSW 2xxx and 
5xxx series of aluminium alloy joints is superior to 
that of gas metal arc welding (GMAW) aluminium 
alloy joints against the impact of armour-piercing 
(AP) projectile. 

Generally, FSW is the most promising solid- 
                       

Corresponding author: S. SURESH KUMAR; E-mail: sureshkumars@ssn.edu.in 
DOI: 10.1016/S1003-6326(20)65484-X 
1003-6326/© 2021 The Nonferrous Metals Society of China. Published by Elsevier B.V. & Science Press 

http://crossmark.crossref.org/dialog/?doi=10.1016/S1003-6326(20)65484-X&domain=pdf


S. DHARANI KUMAR, S. SURESH KUMAR/Trans. Nonferrous Met. Soc. China 31(2021) 156−166 

 

157

state welding technique in which no melting occurs 
in the base metal (BM) and width of the heat 
affected zone (HAZ) is less. In the FSW process, a 
non-consumable tool will produce frictional heat 
combined with plastic deformation in the nugget 
zone (NZ) of FSW joint. FSW is being increasingly 
used in tanks and military vehicle applications [7]. 
SULLIVAN and ROBSON [8] determined the 
ballistic behaviour of thick AA7010-T7651 plates 
joined by FSW process and noticed that the loss of 
hardness in the HAZ region results in 20% 
reduction in ballistic limit. In addition, they found a 
linear correlation between hardness and ballistic 
performance. ERDEM et al [9] determined the 
hardness, microstructure and ballistic performances 
of friction stir welded 7039 aluminium alloy plates 
of different zones of NZ, HAZ and BMZ. The 
ballistic limits of the NZ and HAZ are observed to 
be lower than that of BMZ. HOLMEN et al [10] 
studied the metal inert gas (MIG) welded 
AA6082-T6 alloy plates against 7.62 mm AP 
projectile to determine the ballistic behaviour of 
different weld zones. It was observed that ballistic 
limit of the base metal was higher than that of other 
weld zones and the least ballistic limit occurs in the 
HAZ. JHA et al [11] determined the ballistic limit 
of aluminium 2219 alloy plates with 6.4 and 
7.8 mm in thickness joined by tungsten inert gas 
(TIG) welding. They observed the formation of 
adiabatic shear band (ASB) which caused the 
separation of surfaces and resulted in solidified 
debris on the fracture surfaces. 

It is important to study the ballistic failure 
mechanisms and damage fracture surface of targets 
after the ballistic impact test. A few ballistic 
fracture studies have been done on various   
ferrous [12] and non-ferrous alloys [13]. The 
improved strength and microhardness of the target 
caused reduction of ASB formation and reduced the 
depth of penetration (DOP) [14]. ASBs led to 
cracks and micro-pores in the crater region of a 
high strength thick steel plate in the tempered 
condition [15]. SUKUMAR et al [16] observed that 
920 °C WQ (Ti6Al4V) condition had a greater 
resistance to ASB formation when compared to 
830 °C slowly cooled and then aged (STA) 
(Ti6Al4V) condition, but it did not reveal better 
ballistic performance due to its lower strength when 
compared to 830 °C STA condition. MANES     
et al [17] showed the formation of ASB along with 

ductile dimples through the coalescence and 
nucleation on the ballistic fracture surface of 
Al6061-T6 aluminium plates. The softening effect 
modifies the microstructure, accelerates the 
formation of dissolution and growth of coarse 
precipitates and results in the loss of mechanical 
properties. In order to restore the loss of these 
properties in different weld zones, one preference is 
to fully heat treat the welded components [8,18]. 
The increase in microhardness value in NZ of 
AA7075-T651 FSW joints after post-weld heat- 
treated (PWHT) process [19] was obtained. The 
PWHT AZ31B FSW Mg alloys considerably 
enhanced the tensile strength and microhardness at 
an annealing temperature of 250 °C [20]. 

Reported literatures [20,21] showed that, 
PWHT process can significantly improve the 
hardness and modify the microstructure of the FSW 
joints. Published research works focused on the 
effect of FSW parameters on ballistic behaviour of 
aluminium alloy [8] and compared the ballistic limit 
between BM and welded aluminium alloy plates [9]. 
However, limited works were noticed on ballistic 
studies of PWHT FSW joints of magnesium alloy. It 
was observed that that there is an improvement in 
ballistic behavior with hardness; in a WZ it is likely 
to attain the same hardness with moderate 
microstructures, several of which might be highly 
harmful to loss of ductility and toughness [5]. 
EREEM et al [9] and SULLIVAN et al [21] have 
determined the ballistic properties of different 
friction stir welded zones such as NZ+TMAZ 
(thermo-mechanical affected zone), HAZ and BMZ 
of aluminium alloy. Limited attempts have been 
noticed to determine the performance and failure 
behaviour of NZ+TMAZ, HAZ and BMZ of the 
PWHT AZ31B magnesium alloy. 

In the present work, an attempt has been made 
to determine the ballistic behaviour of PWHT 
AZ31B Mg joints (8 mm in thickness) using 
7.62 mm AP projectiles. The PWHT test was 
carried out under different annealing conditions, 
such as (150 °C, 1 h), (250 °C, 1 h) and (350 °C, 
1 h), respectively. 
 
2 Experimental 
 

Magnesium plates with the dimensions of 
50 mm ×50 mm × 8 mm were used and Table 1 
shows the chemical composition of DMD cast 
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AZ31B Mg alloy. 
In order to prepare square butt joints, taper pin 

tool made of H13 tool steel was used. Taper pin 
profile has shoulder diameter of 26 mm, pin 
diameter of 9 mm and length of 7.6 mm. The 
dimensions of the taper pin FSW tool are shown in 
Fig. 1. 
 

Table 1 Chemical composition of DMD cast AZ31B Mg 

alloy (wt.%) 

Al Zn Mn Mg 

3.29 1.10 0.32 Bal. 

 

 

Fig. 1 Dimensions of taper pin FSW tool (Unit: mm) 

 
The macro-level defect-free joint was prepared 

through a sequence of trial runs by changing the 
welding parameters such as tool rotation speed and 
welding feed which are listed in Table 2. 

The trial runs indicated that rotation speed 
(1200 r/min) and welding feed (50 mm/min) are the 
optimum process parameters to produce defect-free 
FSW joints. Figure 2 shows the FSW joint obtained 

by using the above-mentioned parameters. The 
PWHT process was carried out in the electric 
furnace at three different annealing temperatures of 
150, 250 and 350 °C for a period of 1 h soaking 
time under vacuum condition. 

The microhardness values of heat-treated and 
non- heat-treated welded joints were measured by 
using Vickers hardness tester with a load of 100 g 
and a dwell time of 15 s. For each specimen, three 
measurements were taken and an average value was 
reported. FSW and PWHT samples were subjected 
to metallographic examination to obtain the 
microstructural changes. 

Ballistic experiments were carried out in  
three different weld zones such as NZ + thermo 
mechanically affected zone (TMAZ), HAZ and 
BMZ. Aluminium alloy 6062 having dimensions of 
200 mm × 200 mm × 22 mm was used as the 
backing plate. The Al-6062 backing plate and 
PWHT Mg alloy as a front plate were firmly 
clamped together using C-clamps at four edges 
without any air gap. The mass of the cartridge and 
the projectile was 18.75 and 7.85 g, respectively. 
The ballistic experiments were conducted as    
per MIL-DTL—32333 standard. The PWHT target 
plates were impacted against 7.62 mm × 39 mm AP 
projectile at 0° angle of attack with a firing range of 
10 m and striking velocity of the projectile was 
(430±20) m/s. The mass of the gun powder was 
varied from 1.20 to 1.25 g to obtain the required 
striking velocity. The schematic diagrams of 
ballistic setup and the AP projectiles used in the 
present study are shown in Fig. 3. 

In each test, infrared light-emitting diode was 
used to measure the impact velocity of projectile. A 
total of three projectiles were fired to PWHT target 

 
Table 2 Macro graphs of different FSW joints prepared under different welding parameters 

Parameter Macro graph of FSW joint transverse section Observation 

Tool speed less than 1200 r/min 

Defect: Tunnel 

Location: Centre of weld zone

Reason: Insufficient heat input

Welding feed less than 50 mm/min 

Defect: Wormhole 

Location: Advancing side 

Reason: Excessive heat input

Tool speed of 1200 r/min and 

 welding feed of 60 mm/min 

Defect: Tunnel and crack 

Location: Advancing side 

Reason: Improper heat input 
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Fig. 2 Defect-free AZ31B friction stir welds 
 

 
Fig. 3 Schematic diagrams of ballistic setup (a) and 

7.62 mm × 39 mm AP projectile (b) 
 
plates to obtain the ballistic performance 
statistically. The DOP values were considered to 
determine the ballistic performance of different 
zones of the PWHT target plates. The DOP of the 
penetration channel was measured using a video 
measuring instrument with an accuracy of ±5 µm. 
After the measurement of DOP value, the crater 
region of target plates was cut along the midpoint to 
investigate the nature of damage caused by the 
projectile impact. The damage behavior of crater 
sections was studied by using SEM. 
 
3 Results and discussion 
 
3.1 Microstructure 

Figure 4 shows the SEM images of the AZ31B 
base metal (BM), non-heat-treated and heat-treated 
FSW joints. SEM image of BM shows the coarse 

and non-homogeneous distribution of β-phase 
(Fig. 4(a)). The NZ-FSW (Fig. 4(b)) shows 
considerable changes in microstructure when 
compared to the BM. NZ-FSW consists of equiaxed 
grains with a few precipitate particles along the 
grain boundaries. 

It is understood that the stirring action of the 
FSW tool locally produces plastic deformation and 
frictional heat; this causes the partial dissolution of 
β-Mg17Al12 phase in the matrix. TUZ et al [22] 
reported that dissolution of the secondary phase was 
mainly due to the plastic deformation caused by the 
FSW tool. Hence, this produced the softening 
behaviour in the NZ compared to the BM. FSW 
reduced the size of the β-phase particles in the NZ 
of Mg alloy [23,24]. Figure 4(c) shows the 
NZ-PWHT microstructure under annealing 
condition of 250 °C and 1 h. The microstructure 
contains fine α-Mg phase and significant 
dissolution of secondary β-phase. However, the tiny 
precipitates were observed at the grain boundaries, 
due to the atomic diffusive flow of Mg and Al 
atoms. Hence, these strengthening precipitate 
particles make strong grain boundary and increase 
the strength of the joint. The HAZ-PWHT 
microstructure (Fig. 4(d)) exhibits coarse α-Mg and 
discontinuous precipitations compared to the 
NZ-PWHT microstructure. However, HAZ only 
experiences thermal cycle but not any plastic strain 
during welding, even though its heat-treated region 
of microstructure shows imperfect recrystallization 
and a few retained β-phases (β-Mg17Al12). SEM 
microstructure of BMZ-PWHT is shown in 
Fig. 4(e). It is evident that the presence of coarse 
α-Mg is similar to HAZ and refined spherical 
Mg17Al12 phases. Mg17Al12 phases were refined 
because of the solid solution strengthening, which 
is the effect of annealing process. The grain sizes of 
NZ, HAZ and BMZ in the PWHT samples are 
about 10.2, 52.7 and 26.6 μm, respectively. 
 
3.2 Effect of PWHT temperature on micro- 

hardness 
Figure 5 compares the average transverse 

microhardness of the three different heat-treated 
joints with that of non-heat treated one. 

The microhardness of the HAZ of FSW joint 
was HV 54, while the microhardness values of the 
NZ and base metal were about HV 63 and HV 66, 
respectively. Compared to the base metal, lower 
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Fig. 4 SEM images of different zones of AZ31B magnesium alloys: (a) Base metal; (b) NZ-FSW; (c) NZ-PWHT;   

(d) HAZ-PWHT; (e) BMZ-PWHT 

 

 

Fig. 5 Microhardness profiles of FSW and PWHT 

samples at different annealing temperatures 

 
microhardness was observed in the NZ, which is 
attributed to the dissolution of β-phase. SINGH   
et al [25] also observed lower microhardness 

compared to the base metal. The least 
microhardness value was recorded in the friction 
stir welded zones, predominantly in the HAZ and 
TMAZ. However, these zones have undergone 
thermal softening effect caused by FSW tool. It was 
also observed that the variation of microhardness of 
the heat-treated welded joints was significantly 
influenced by the condition of heat treatment. The 
average microhardness values of NZ heat-treated 
welded joints obtained at annealing temperatures of 
150, 250 and 350 °C for 1 h were about HV 61, HV 
68 and HV 56, respectively. 
 
3.3 Ballistic failure mechanisms of different 

PWHT zones 
Ballistic performance of the PWHT (250 °C 

for 1 h) plate was determined by using 7.62 mm 
hard steel core projectile in the NZ+TMAZ, HAZ 
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and BMZ. In each zone, three samples were tested 
and the corresponding DOP was measured using a 
video measuring instrument. The damage images of 
the front face and cross-sections of the NZ-PWHT, 
HAZ and BM target plates, impacted at a striking 
velocity of (430±20) m/s are shown in Figs. 6−8, 
respectively. 

Figures 6(a) and (b) show the front face and 
cross-section images of the NZ+TMAZ crater 
region of PWHT targets, respectively. 

The projectile impact caused the localized 
strain around the crater area, which led to the 
formation of surface crack in the weld region. It 
was found that the crater width at the entry was 
higher than that at the exit. Spalling mode failure 
was noted at the entry of the NZ where the hole 
diameter was bigger than the actual projectile 
diameter. It was due to the variation of hardness 
along the transverse direction. In addition, the 
ballistic failure mechanism changed from spalling  

 

 

Fig. 6 Damage images of front face and cross-section of NZ-PWHT target plate after ballistic test: (a) Front view;    

(b) Crater path of projectile 

 

 
Fig. 7 Damage images of front side and cross-section of HAZ-PWHT target plate after ballistic test: (a) Front view;   

(b) Crater path of projectile 

 

 
Fig. 8 Damage images of front face and cross-section of BM-PWHT target plate after ballistic test: (a) Front view;    

(b) Crater path of projectile 
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to plugging mode in the middle. This type of failure 
was dominated by an induced shear stress during 
penetration of the projectile. The presence of small 
surface cracks at the exit of crater clearly indicates 
that there is loss of ductility. 

Figures 7(a) and (b) show the damage images 
of front face and cross-sections of HAZ target  
plate. Radial cracks were observed on the front face 
of the HAZ. The contact of the projectile on the 
target reduced the strength and developed high 
compressive stress. The compressive stress waves 
changed the fracture behaviour from ductile to 
brittle mode. Hence, it led to the formation of more 
cracks around the crater region compared to the NZ. 
Theses cracks did not propagate towards the weld 
regions because these regions have higher 
microhardness and finer grains compared to the 
HAZ. 

The plugging failure mode was observed on 
the crater cross-section of the HAZ. In addition to 
plugging failure, the ductile deformation was 
observed by extending the corners of crater at the 
entry. 

Figure 8(a) shows front face image of BM 
target plate, revealing the presence of primary and 
secondary cracks. Large continuous cracks are 
known as primary cracks. The cracks are formed 
due to the initial stress waves caused during the 
contact of the projectile with the target. 

During the projectile impact into the target, the 
front steel core tip causes higher compressive stress 
which may exceed the ultimate compressive 
strength of the material. These compressive stresses 
produce localized stress waves that cause the 
formation of initial cracks. Small cracks around the 
crater region are considered as secondary cracks. 
These cracks were formed because of the reflected 
shock waves from the backing plate. The 
penetration of the projectile in the BMZ was lower 
than that of NZ and HAZ for the same thickness. 
However, the front face image clearly indicated that 
the projectile did not penetrate more compared to 
other zones. In the case of NZ and HAZ there was a 
shift in the projectile path which was noticed on the 
front face of the targets after ballistic impact. This 
was due to the variation of hardness along the 
transverse direction. The projectile path of this 
region was followed to the least surface hardness. 
Figure 8(b) shows the carter cross-section of BMZ. 
In this case, the failure mechanism was dominated 

by ductile hole expansion without any cracks on the 
crater wall. The crater width at the exit was less 
than that at the entry. However, the ballistic failure 
mechanism did not change from the entry to the exit 
of the projectile path. This was due to uniform 
hardness of the BMZ when compared to other 
zones. 

In the present work, ballistic performance was 
determined by measuring the DOP of the projectile 
into the 22 mm thick Al6062 backing plate. After 
the projectile impact, the backing plate was 
detached from the target and sectioned using hack 
saw. The penetration channels of Al6062 backing 
plates for the corresponding targets are shown in 
Fig. 9. Ductile hole formation was observed at the 
penetration channels of the Al6062 backing plates 
corresponding to different heat-treated weld zones. 
 

 

Fig. 9 Penetration channels of Al6062 backing plates 

after ballistic tests 

 
The average DOP values of different heat- 

treated weld zones are shown in Fig. 10. It can be 
seen that the measured DOP values for NZ+TMAZ, 
HAZ and BMZ were 9.91, 21.14 and 8.46 mm, 
respectively. The BMZ has a slight decrease in DOP 
value compared to the NZ+TMAZ. 

The yawed impact penetration was noticed in 
the backing plates due to the variation of hardness 
in the target plates and the maximum kinetic energy 
of the AP projectile absorbed by the front plate. 
This could be the reason for deviation of the 
projectile path in the backing plates. ERDEM    
et al [9] also noticed that the HAZ of friction-stir- 
welded Al7039 has the least ballistic limit when 
compared to the base metal and the NZ. The lower 
ballistic resistance in the HAZ was mainly due to 
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thermal softening effect caused during welding. The 
slight reduction in ballistic performance of 
NZ+TMAZ was mainly due to the change of 
penetration mechanism from the entry to the exit 
crater region, whereas the penetration mechanism  
in the BMZ was completely ductile hole 
deformation. 
 

 
Fig. 10 DOP values of heat-treated weld zones 

 
From the above discussion, it was observed 

that ballistic behaviours of the NZ+TMAZ, HAZ 
and BMZ were completely different. However, the 
crater walls of HAZ and BMZ were almost similar 
in appearance; whereas no such cracks were 
observed in the BMZ crater wall region. The 
deflected projectile path was noticed in the 
NZ+TMAZ and HAZ of the backing plate, as 
shown in Fig. 9. However, it was not observed in 
the BMZ. The variation of hardness along the 
transverse plane was the primary reason for the 
shift in the projectile path. Hence, this caused the 
deviation of projectile path in the backing plate. It 
was also noted that, in all the three regions the 
crater width decreased from the entry to the exit of 
the projectile. The least hardness value was 
observed in the HAZ compared to other regions 
which caused the increase in DOP value. It is well 
known that hardness is one of the important 
parameters that mostly influence the ballistic 
behaviour of a weld joint [9,21]. The DOP value of 
the HAZ was much higher than that of the 
NZ+TMAZ and BMZ. 

 
3.4 Post-fracture SEM morphology 

To investigate the fracture behaviour and 
failure mechanisms of targets, SEM analysis was 
carried out in crater region. The fracture surfaces of 
all three regions showed the creation of adiabatic 

shear bands (ASBs), especially more ASBs were 
observed at the entry (Fig. 11(a)). More ASBs 
caused the formation of cracks which in turn 
affected the ballistic performance. ASBs induced 
micro-cracks around the crater cross-section of the 
entry. 
 

 
Fig. 11 SEM images of post-impact ballistic NZ-PWHT 

crater cross-section regions: (a) Entry; (b) Middle;     

(c) Exit 
 

The presence of higher ASBs lines at the entry 
confirms that the majority of the kinetic energy of 
the projectile was absorbed in this region compared 
to other regions which led to the deflection of 
projectile and restricted the penetration (Figs. 11(b) 
and (c)). MISHRA et al [15] found that the 
deflection of projectile at the target lowered the 
kinetic energy of the projectile, which significantly 
reduced the ASBs. 

Figure 12 shows the SEM images of crater 
cross-section in different regions of HAZ-PWHT. 
The fracture surface of HAZ at the entry showed 
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the presence of dimples, which indicated the failure 
mechanism was dominated by ductile hole 
enlargement and indicative of crack growth, voids 
and coalescence. It was also noted that all the three 
regions i.e. entry, middle and exit regions showed 
the formation of micro-cracks. Thus, one can expect 
the absence of ASBs and presence of cracks in HAZ 
when compared to NZ. The formation of cracks was 
due to the inability of the material to accommodate 
the radial stresses. The presence of micro-cracks at 
the entry, middle and exit was the reason for a 
reduction in ballistic performance. The formation of 
micro-cracks on the crater surface was due to the 
local temperature rise; hence, it may cause thermal 
softening effect and produce tensile stress. 
 

 

Fig. 12 SEM images of crater cross-section in different 

regions of HAZ-PWHT: (a) Entry; (b) Middle; (c) Exit 

 
Figure 13 shows the SEM images of crater 

cross-section in different regions of BMZ-PWHT. 
The presence of cracks at the entry of crater 

cross-section indicated that the penetration process 
was dominated by ASBs. The crater wall surfaces 
showed the formation of cracks at the entry and exit, 
and few ASBs at the middle. The presence of the 
shear bands in the middle of crater surface of the 
BMZ confirmed that the failure caused stress waves 
from the circumference of the specimen. The 
reflected stress waves contributed to the formation 
of ASB [25].The contact stress waves on the front 
face caused crack initiation and crack propagation 
along the thickness direction, which was indicated 
in the higher magnification SEM fracture images of 
the entry. The formation of cracks was due to lack 
of ability of the target to accommodate the shear 
strain generated by the projectile and influences of 
radial and tangential stress [15]. The presence of 
cracks on the BMZ crater surface was mainly due to 
the presence of coarse α-Mg and retained spherical 
Mg17Al12 phase between grain boundaries that led  

 

 

Fig. 13 SEM images of crater cross-section in different 

regions of BMZ-PWHT: (a) Entry; (b) Middle; (c) Exit 
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to the initiation of cracks during the projectile 
penetration. However, these cracks were not 
observed in the surface level as discussed earlier. 
The small discontinuous crack was present at the 
exit, which indicated that the complete projectile 
impact energy was not transferred to the backing 
plate. Hence, it slightly reduced the depth of 
penetration compared to NZ-PWHT. Even though a 
larger number of ASBs were noticed in NZ 
compard to BMZ, its ballistic performance was not 
significantly inferior to that of the BMZ. From the 
fracture SEM images of BMZ it was understood 
that there was a change in fracture mode from 
ductile to mixed mode. In addition, the hardness of 
the target significantly influenced the change in 
ballistic failure mechanism [9,26]. 
 
4 Conclusions 
 

(1) The effect of different PWHT temperatures 
(150, 250 and 350 °C) on the microhardness was 
determined and compared with non-heat treated 
FSW joints. The maximum hardness value of 
HV 69 was obtained in the NZ under the PWHT 
condition of 250 °C, 1 h, which was 7.93% and 
3.03% higher than that of the NZ-FSW and BM 
regions, respectively.  

(2) The NZ-FSW showed homogeneous 
microstructure with fine α-Mg and partial 
dissolution of β-Mg17Al12 phase due to stirring 
effect. Because of heat treatment, significant 
dissolution of β-Mg17Al12 phase and strengthening 
of precipitated particles were noticed. 

(3) Ballistic resistances of NZ+TMAZ and 
HAZ were 53.12% and 59.98% lower than that of 
the BMZ, respectively. The failure mechanism in 
the NZ+TMAZ was the combination of spalling and 
plugging. The least hardness of HAZ showed 
plugging failure along with surface cracks from the 
entry to the exit of penetration channel. The front 
face showed the formation of radial cracks. 

(4) Post ballistic impact SEM images of 
NZ+TMAZ and BMZ showed the formation of 
ASBs and induced cracks. The crater in the HAZ 
exhibited micro-cracks in all three regions of the 
entry, middle and exit and along with ductile 
dimples at the entry. The HAZ region allows the 
projectile to enter easily and decreased the ballistic 
resistance when compared to other zones. The 
fragmentation failure was not observed in all three 

zones of PWHT target. Hence, PWHT process can 
be a suitable process for improving the hardness 
and ballistic resistance of FSW Mg alloy. 
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热处理条件对搅拌摩擦镁合金接头各区域抗弹行为的影响 
 

S. DHARANI KUMAR1, S. SURESH KUMAR2 
 

1. Department of Mechanical Engineering, Sri Eshwar College of Engineering, Coimbatore, 641202, Tamil Nadu, India; 
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摘  要：采用搅拌摩擦焊(FSW)工艺制备 AZ31B 镁合金焊接接头，并在不同条件下进行热处理。研究 AZ31B 镁

合金焊后热处理(PWHT)不同区域的抗弹行为，使用 7.62 mm × 39 mm 穿甲弹，冲击速度为(430±20) m/s。分析热

处理前后搅拌摩擦焊接头的显微硬度。结果表明，PWHT 工艺(250 °C, 1 h)能提高热处理后搅拌摩擦焊接头的显微

硬度。扫描电镜(SEM)结果显示，热处理使 α-Mg 晶粒细化，形成细小的析出相，使 β-Mg17Al12相溶解到 Mg 基体

中。通过穿深(DOP)试验评估 PWHT 不同区域的抗弹行为。热处理后接头母材区(BMZ)的 DOP 值较小。抗弹试

验后对弹坑周边 3 个区域的横截面进行 SEM 表征，观察到绝热剪切带(ASB)的形成。 

关键词：AZ31B 镁合金；焊后热处理；抗弹行为；穿深；绝热剪切带 
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Abstract: The main objective of this review is to investigate the 

centrifugal pump and to increase the efficiency of the pump. The 
average efficiency of centrifugal pump is about 65–70 percent. The 
significance of efficiency in pump is selecting a proper pumping 
system will conserve fuel or electricity and decrease the annual 
pumping costs. Inefficient and poorly chosen pumping systems can 
increase annual costs dramatically. Obtained efficiency of 
centrifugal pumps with low specific speed is not high. The scope of 
the work is to reduce hydraulic losses. In this paper a literature 
review is identified by providing a modified impeller channel with 
design changes that are capable of improving the efficiency of the 
centrifugal pump. 

 
Keywords: impeller, pump, groove, CFD. 

1. Introduction 

Centrifugal pump is used to convert kinetic energy to 
hydrodynamic energy. The type of kinetic energy is rotational 
kinetic energy and the rotational energy typically comes from 
engine to electric motor. Already obtained efficiency is not too 
high so the efficiency of the pump should be increased. So, the 
different loses should be reduced. So, the impeller should be 
modified with micro grooves. The characteristics of smooth 
impeller and the grooved impeller should be identified and 
compared. To evaluate this CFD calculations should be done 
and the application of micro geometry in centrifugal pump 
impeller is done and calculations are made. The main objective 
is to increase the efficiency of the pump. 

 

 
Fig. 1. Components of centrifugal pump 

2. Literature Survey 

Dave, S. Shukla, S, Jain, S, [1] A comprehensive overview 
of fluid dynamic models and experimental results that can help 
solve problems in centrifugal compressors and modern 
techniques for a more efficient aerodynamic design. 

Abo Elyamin, Gamal R.H., et. al, [2] A numerical 
investigation is carried out on a centrifugal pump to show the 
effect of the impeller blades number on the pump performance. 
Three different impellers with 5, 7, and 9 blades are tested 
numerically to determine the optimum blades number at 
rotational speed of 2800 rpm.  

Li, Jidong, et. al, [3] The three-dimensional flow field of the 
whole flow passage of a mixed-flow pump was numerically 
simulated by using CFD software on the basis of Spalart-
Allmaras turbulent model according to the original design of 
the plant. Through analyzing the calculation results, the reason 
why the flow rate of this pump cannot reach to the design 
requirements was found out. After replacing the impeller, a new 
pump impeller was optimally designed. 

Selamat, Farah Elida, et. al, [4] Centrifugal pump usage has 
increased over the past year due to its importance and 
efficiency. Its function is to transport liquid from one place to 
another using energy applied to the pump. This paper revolves 
around the idea of design and analysis of centrifugal pump for 
performance enhancement within the pump specifications.  

S Muttalli, Raghavendra, et. al, [5] In order to improve the 
hydrodynamic performance of the centrifugal pump, an 
orthogonal experiment was carried out to optimize the impeller 
design parameters. This study employs the commercial 
computational fluid dynamics (CFD) code to solve the Navier-
Stokes equations for three-dimensional steady flow and predict 
the pump performance. The prototype experimental test results 
of the original pump were acquired and compared with the data 
predicted from the numerical simulation, which presents a good 
agreement under all operating conditions. 

Zhou, Ling, et. al, [6] In order to improve the hydrodynamic 
performance of the centrifugal pump, an orthogonal experiment 
was carried out to optimize the impeller design parameters. This 
study employs the commercial computational fluid dynamics 
(CFD) code to solve the Navier-Stokes equations for three-
dimensional steady flow and predict the pump performance. 
The prototype experimental test results of the original pump 
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were acquired and compared with the data predicted from the 
numerical simulation, which presents a good agreement under 
all operating conditions. 

Hawas, Malik N., et. al, [7] In centrifugal pumps, the flow 
physics and dynamic performances are generally affected by 
any modification in blades shape and design layout. At the 
present time, the dominant verification method used for 
investigation these characteristics are numerical simulation. 

Pandya, Kapil, Patel, Chetankumar M, [8] The main 
objective of this work is to go through various approaches used 
in CFD analysis of centrifugal pump and highlight the 
advantages and application of CFD analysis in turbo industries. 
The CFD analysis is the advanced tool to overcome the 
limitation of conventional method to design the pump. Now a 
days CFD analysis is very familiar approach to improve the 
design of centrifugal pump and optimize it's operational 
parameters like Head, Power, Discharge and Speed. 

Okokpujie, Imhade P., et. al, [9] The design, construction and 
testing of a single stage centrifugal pump is presented in this 
project work, electric motor drives the centrifugal pump, which 
draws fluid (water) from a water storage wall and delivers same 
through a flow control valve to a tank. The experimental results 
obtained shows that the tested pump can develop a head, (H) of 
30m, volumetric discharge, (Q) of 9m3/hr and the speed of 2900 
rpm for an input power of 1.5HP. 

Bhosale, Anirudha S, [10] Centrifugal pumps are widely 
used for water supply plants, steam power plants, sewage, oil 
refineries, chemical plants, hydraulic power service, food 
processing factories and mines, because of their suitability in 
practically any service. Therefore, it is necessary to find out the 
design parameter, working conditions and maximum efficiency 
with lowest power consumption. Study indicates that 
Computational fluid dynamics (CFD) analysis is being 
increasingly applied in the design of centrifugal pumps.  

Aung, Kyaw, et. al, [11] This paper presents the calculation 
and production procedure of impeller for single section 
centrifugal pump. The pump type is single stage centrifugal 
pump with close impeller type. This impeller develops a head 
of 20 m and delivers 0.9 m3 /min of water. The designed 
impeller has 97 mm inlet diameter, 226 mm outlet diameter, 20˚ 

inlet vane angle and 23˚ outlet vane angle. 
Kim, J. H., et. al, [12] In this study, optimization of the 

impeller and design of volute were carried out in order to 
improve the performance of a centrifugal pump. Design 
parameters from vane plane development for impeller design 
were selected and effect of the design parameters on the 
performance of the pump was analyzed using CFD and 
Response Surface Method to optimized impeller. 

Gurupranesh, P, et. al, [13] Centrifugal pumps are used 
extensively for pumping water over short to medium distance 
through pipeline where the requirements of head and discharge 
are moderate. This project is devoted to enhance the 
performance of the centrifugal pump through design 
modification of impeller. Theories on pump characteristics are 
studied in detail. Vane profile of the impeller is generated using 
point by point method. 

Kaliappan, S., et. al, [14] The impeller of an existing Mather 

and Platt centrifugal pump with both geometry and 
performance known was analyzed and redesigned using an 
integrated. Fluid dynamics and geometry modeling parts of the 
design /analysis system were systematically applied. To 
analyze the existing impeller say impeller A, which was 
designed using conventional (routine in industry) hydraulic 
layout procedures. 

Matlakala, M. E.., et. al., [15] Centrifugal pumps contain two 
main parts: an impeller that imparts Centrifugal forces to the 
production fluid and diffuser which is the fixed part that guides 
the flow to the discharge. The shape of the impeller influences 
the performance of the pump. Thus, the area of the significance 
to the pump design is the impeller geometric parameters to 
achieve pump performance. The consumption of energy by the 
pump is caused by the failure to choose the right pump size for 
the system, improper installation, and pump operation. Poor 
pump performance may affect the plant operation such as 
maintenance cost, downtime, loss of production, increase in 
operating cost. 

Zhang, Yu., et. al., [16], This paper presents the optimization 
of vibrations of centrifugal pump considering fluid-structure 
interaction (FSI). A set of centrifugal pumps with various blade 
shapes were studied using FSI method, in order to investigate 
the transient vibration performance. The Kriging model, based 
on the results of the FSI simulations, was established to 
approximate the relationship between the geometrical 
parameters of pump impeller and the root mean square (RMS) 
values of the displacement response at the pump bearing block. 

Korakianitis, Theodosios., et. al., [17] Mechanical pumps as 
heart assist devices impose power and size limitations on the 
pumping mechanism, and therefore requires careful 
optimization of pump characteristics. Typically, new pumps are 
designed by relying on the performance of other previously 
designed pumps of known performance using concepts of fluid 
dynamic similarity. Such data are readily available for 
industrial pumps, which operate in Reynolds numbers region. 

Kaewnai, Suthep., et. al., [18] The main objective of this 
work is to use the computational fluid dynamics (CFD) 
technique in analysing and predicting the performance of a 
radial flow-type impeller of centrifugal pump. The impeller 
analysed is at the following design condition: flow rate of 528 
m3/hr; speed of 1450 rpm; and head of 20 m or specific speed 
(Ns) of 3033 1/min in US-Units. The first stage involves the 
mesh generation and refinement on domain of the designed 
impeller. 

Protopopov A, et. al., [19] In various industries where 
centrifugal pumps are used, a common problem is the starting 
overheating of electric motors. Such overheating can lead to 
motor failure, especially in the case of starting-up the 
centrifugal pump on the open valve. It happens due to the fact 
that the starting current is many times greater than the rated 
current, and the rated current with an open valve usually makes 
is much more. In this case, complex methods of centrifugal 
pumps analysis and manuals do not contain any methods of 
evaluation the magnitude of the starting overheating of 
centrifugal pump electric motors. 

Vigovskij V, et. al., [20] The article deals with the problems 
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associated with the analysis of high-speed low-flow centrifugal 
pumps. The existing methods for analysis of such pumps and 
their disadvantages were reviewed. A method of multi-criteria 
optimization of high-speed centrifugal pumps has been 
proposed. The method is based on the search for a compromise 
between the cavitation characteristics and the hydraulic head of 
the centrifugal pump by plotting a compromise curve. The LP-
tau searching method was used for finding the points of this 
curve in the article. 

Wang C. Y, et. al., [21] For three-dimensional inverse design 
of water pump, both blade-loading distribution and stacking 
condition of high-pressure side are important factors affecting 
the quality of design. For example, inclined trailing edge of 
blade can suppress the pressure fluctuation and reduce the 
sound pressure level and sound power of noise for single-
suction centrifugal pump. And the lean mode of blade trailing 
edge can influence hydraulic performance of pump-turbine in 
pump mode. However, there is no clear view on the effect of 
lean mode of blade trailing edge on hydraulic performance for 
double-suction centrifugal pump. 

Yan X. F, et. al., [22] The current investigation is aimed to 
simulate the unsteady internal flows in a centrifugal pump 
impeller with seven twisted blades by using a three-dimensional 
Navier-Stokes equation with Scale-adaptive simulation (SAS) 
turbulence model. A detailed analysis of the results at design 
flow rate Q 0 and low flow rate 0.5Q 0 and 0.3Q 0, is presented. 
Unsteady flow analyses in centrifugal pump are focused mainly 
on the volute. The calculation results of pump head and 
efficiency at different flow rate conditions is in good agreement 
with the experimental data. 

Yuan J. P, et. al., [23] In order to study the characteristics of 
radiated noise of multistage centrifugal pump, radiated noise 
test system of multistage centrifugal pump was built. Radiated 
noise experiments were carried out for a medium specific speed 
multistage centrifugal pump and its modification, which was 
devised with a new hydraulic design method in the field of 
sound optimization. The experiment validation on the sound 
field was performed in a semi-anechoic room and the acoustic 
parameters of the multistage pump at the different flow rates 
were gathered with the LMS system (a complete set of solutions 
for vibration and noise test 

Zhang J. F, et. al., [24] The experimental investigation in 
impellers was conducted at different conditions and phases by 
means of PIV (Particle Image Velocimetry) to study the internal 
flow. Meanwhile, the absolute and relative velocity 
distributions in impellers were obtained. Experimental results 
show that the head value is higher in the impeller with splitter 
blades and both two head curves appear hump phenomena at 
small flow rate. The absolute velocity value increases with 
radius and from pressure side to suction side at the same radius 
gradually. The splitter blades can scour the wake, making outlet 
velocity distribution more uniform and improving the internal 
flow. The velocity distribution becomes less even in the process 
of closing to tongue due to reinforced interference of tongue on 
internal flow. 

3. Conclusion 

Thus, the literature review shows a detailed study on 
performance improvement in centrifugal pump with by a 
changing the suitable design parameters, such as blade angle, 
number of blades, micro grooved impeller, grove thickness. 
This review predicts that, with the change of design parameters 
a considerable amount of increase in efficiency will be 
achieved.  
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a b s t r a c t

Alzheimer’s disease (AD), a devastating neurodegenerative disease, is associated with the abnormal accu-
mulation and aggregation of b-amyloid proteins (Ab) along with the deposition of high levels of Cu, Fe
and Zn ions in the brain, causing neuronal cell deaths to lead the cognitive disabilities and even death.
As there is a direct relationship between AD and Ab aggregation, an intense research activity has been
made to develop drug materials that serve as probes and inhibitors for controlling the pathways of Ab
peptide aggregation. However, their relatively instability in aqueous medium, tedious sample treatment,
multistep syntheses, or low detection ability limit their potential applications. Therefore, the develop-
ment of photoactive metal complexes for the selective detection and inhibition effects of Ab aggregation
is a thrust area in biomedical research. In this review, the use of non-conventional photoactive metal
complexes including Ru(II), Re(I), Ir(III) and Pt(II) has the potential advantages of probes for monitoring
and inhibiting the fibrillation as well as the toxicity of Ab over conventional dyes such as Thioflavin T
(ThT). The geometry, multiple electronic/spin states and redox nature of metal centres have made them
tunable properties. Upon binding to the Ab peptide aggregates, they exhibit promising potential as anti-
AD agents due to their fascinating photophysical properties include red emissions, large Stokes shifts, and
long lifetimes, which differentiate the competitive binding of other short-lived fluorescent molecules via
photoluminescence, and time-resolved measurements. In addition, metal complexes display their
remarkable selectivity and superiority over ThT. Competition study between photoactive metal com-
plexes and ThT on fibrillation process show their effective binding of metal complex with Ab42 fibrils
by hindering the ThT binding to give higher binding constants than that of ThT. Computational studies
predicted a hydrophobic domain between amino acid binding sites and the functional group of photoac-
tive metal complexes via different noncovalent interactions. Thus, attractive characteristics of photoac-
tive metal complexes could influence remarkable evolutions in new dimensions, which in turn address
current challenges in the clinical use of the detection and inhibition of Ab fibrils.
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1. Introduction

Protein misfolding (or protein conformational) disease, a group
of pathological states, is a failure of a specific peptide’s or protein’s
native functional conformational state, that are associated with the
conversion of their soluble states into higher-order protein aggre-
gates, known as amyloid fibrils (Fig. 1) [1-5]. These fibrils adopt
diverse cross b-sheet conformations where the b-strands that are
stabilized by backbone hydrogen bonds with a distance of 4.8 Å,
are parallel to the fibril axis [6]. The different length of pairs of
b-sheets i.e., protofilament, with a distance of 10–11 Å intertwine
that make mature fibril via hydrophobic, van der Waals,p– p stack-
ing and hydrogen bonding interactions to organize parallel or anti-
parallel to each other [7,8]. (Fig. 2). In general, aggregation of the
proteins may precede either the formation of disordered, amor-
phous aggregates where no ordered intermolecular interaction
can be found or ordered amyloid fibrils. For amyloid fibril forma-
tion, self-association of peptide monomers into oligomers generate
critical nucleus and subsequently, elongation of nucleus takes
place into sigmoidal aggregation kinetics. A number of peptides
such as insulin, b-lactoglobulin, etc., self-assemble into higher-
order fibrillar structures to form spherulites, spherical structures
and hydrogels [9,10].

In fact, many amyloid fibrils have been shown to be associated
with >20 diseases, including Alzheimer’s disease (AD), Parkinson’s
disease (PD), Type II diabetes, cataract etc. Alzheimer’s disease
(AD) is a fatal neurodegenerative disease, which leads to progres-
sive loss of memory with unable to conduct regular activities in
a day-to-day life and finally results in death [11,12]. In the United

States itself, 39 million peoples are suffered by AD, and expected to
soar about 90 million in 2050, if not controlled [13]. The aggregates
of extracellular senile amyloid plaques (AP), and intraneuronal
neurofibrillary tangles (NFT), the neuropathological hallmarks of
AD, alter the level of neurotransmitters in the brain which are
responsible to shrinkage of the brain size, leading to trigger AD
[14]. Abnormally folded protein aggregates such as amyloid-b
(Ab) aggregate, that are generated from the cleavage of amyloid
precursor protein (APP) by c-secretase [15,16], consist of 39–43
residues with a hydrophilic N-terminal domain of metal binding
sites and a C-terminal hydrophobic part [8]. In addition, oxidative
stress may also lead to produce free radicals which can not only
influence metabolism but also promote Ab aggregation, preceding
to produce AD [17]. Besides, AD is caused by the reduced synthesis
of a neurotransmitter called acetylcholine in neurons [18-21]. The
histopathological studies of brain confirmed the deposition of Ab
plagues in post-mortem analysis, and so far, no drugs have been
invented to prevent the b-amyloid accumulation [22,23]. Hence,
the onset of AD is still under debate.

Probing the Ab fibrillation process is an exciting area of biomed-
ical research and the remedial measurement for the AD treatment
to inhibit the formation of amyloid fibrils from the self-assembly of
monomeric Ab peptides [24,25]. In connection with tracking amy-
loid fibrils, the structural analysis for the formation and inhibition
of amyloid fibrils can be viewed by electron microscopic tech-
niques such as AFM and TEM [26,27]. Positron emission tomogra-
phy (PET), Single Photon Emission Computed Tomography (SPECT)
and magnetic resonance imaging (MRI) techniques are also used to
furnish the diagnostic information on the amyloid plaques in the

Fig. 1. Cartoon representation of protein misfolding and aggregation processes. Reproduced with permission from ref 5. Copy right (2008) John Wiley & Sons.
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brain [28,29]. Moreover, the solid-state NMR (SSNMR) spec-
troscopy [30], 2D nuclear magnetic resonance (NMR) spectroscopy
[31], and ion mobility-mass spectrometry (IM-MS) [32] are also
providing the structural information on the molecular interactions
between the binding of Ab fibrils, that are amenable to single crys-
tal X-ray diffraction analysis [33]. Out of these techniques, fluores-
cence spectroscopy is a powerful tool for monitoring the Ab
fibrillation owing to its high selectivity, sensitivity, simplicity, neg-
ligible background noise and wide dynamic range of bioimaging/
biosensing studies [34,35].

Because of their intriguing photophysical behaviour, classical
dyes such as Thioflavin T (ThT) and Congo red (CR) [36-39], radio-
labeled benzothiazole compounds such as 11C-PIB (Pittsburgh
compound B), stilbene derivatives [40,41], Michler’s hydrol blue
(MHB) [42], cucurbit[7]uril [43], p-sulfonatocalixarenes [44],
nanoparticles [45] and quantum dots [46] have been employed
as probes to inhibit/sensing Ab peptide aggregation. However,
most fluorescent organic molecules have only limited potential
for such applications due to their short excited-state lifetimes,
small Stokes shifts, and sensitivity to photobleaching [47,48]. On
the other hand, compared to organic molecules, transition metal
complexes offer some noticeable features viz. (a) they exhibit tun-
able wavelengths from blue to red, high quantum yields, and long
phosphorescent lifetimes [49], (b) optical properties that can be
finely tuned by the selecting suitable ligands [50], (c) absorption
and emission behaviours in the visible region [51], (d) three-
dimensional structural features bearing a variety of coordination
numbers and geometries of metal complexes results in the specific
interactions between metal complexes and biomolecules [52], and
(e) owing to the planar or octahedral structures, they tend to form
noncovalent interactions, such as hydrogen bonding, hydrophobic,
p–p stacking interactions, which play key roles on binding with
biomolecules [53].

Given that many transition-metal complexes display rich pho-
tophysical and photochemical properties, which can act as an indi-
cator of the interactions of these complexes with biological
molecules, these metal complexes have been widely applied for
studying their potential applications toward (i) good cellular
uptake ability, (ii) inhibition of tumour growths, (iii) therapeutic
activity through the simultaneous targeting and detection of a
specific biomolecule using antibodies, peptides, and aptamers,
resulting in increased selectivity and reduced side-effects, and
(iv) promising cytotoxicity in therapeutically resistant cancer lines.
Current developments in the field of photoactive transition metal
complexes based- anticancer drugs, bioimaging, cancer diagnostics
and theranostics and therapeutics have been efficiently reviewed
by the research groups of Ma [54], Chen [55], and studied by the
research groups of Tang and Liu [56], and Thomas [57]. Compared

to these photoactive transition metal complexes, first-row transi-
tion metal complexes play several roles in biological processes
and in medicine, but can be toxic in high concentrations. They
are very sensitive to their environments and do not exist as free
ions in cells [58]. Typically, the first-row transition metal ions
are bound to proteins with high affinity in the cellular system so
that it is difficult to separate metal ions from the proteins [59].
Especially, the dysregulation of first-row transition metals, notably
copper, zinc and iron through genetic, environmental or age-
related factors, promoted aggregation, and hence disease onset.
The exact role and behaviour of these metals in relation to AD is
reviewed in detail elsewhere [60-63]. Therefore, the choice of
first-row transition metal complexes for this study is mostly negli-
gible. However, some first-row transition metal complexes such as
V(V), Co (II), and Co(III) complexes and metal ions such as Cu(I), Cu
(II), Fe(II) and Zn(II) ions undergo oxidation and hydrolysis of Ab
and coordination to Ab, respectively, for modification of Ab aggre-
gation pathways [64].

Inspired by these characteristics, more interest has been
focused recently on the development of luminescent transition
metal complexes for the diagnosis and treatment of neurogenera-
tive diseases. The photophysical properties of these metal com-
plexes are fine-tuned by incorporation of various auxillary
ligands into the metal center and the shifts upto near-infrared
region, which is more favorable for biological studies. There are
several excellent reviews, perspectives, and view point, summariz-
ing the sensing and inhibition abilities of transition metal com-
plexes against amyloid aggregation [24,64-67]. For example, very
recently, Marti and his co-workers [68] reviewed excellently the
recent advances in developing luminescent organic materials,
nanoparticles and some transition metal complexes for the sensing
and detection of amyloid aggregates, and subsequently studied the
amyloid conformations through in vitro, ex vivo, and in vivo appli-
cations. Mohanty et.al [69] highlighted the application of fluores-
cent supramolecular hosts as well as macrocyclic receptors
toward the optical detection, inhibition and disintegration of amy-
loid fibrils. Through Raman spectroscopy, Lednev and his group
[70] accounted on probing the formation and mechanism of amy-
loid fibrils. Despite non-emissive metal complexes are potential
therapeutic agents for AD because they could sequester metal ions
from the Ab aggregates and reverse the aggregation [64-67],
impact of these metal complexes was tested with fluorescent ThT
staining, which is a highly sensitive probe for monitoring and visu-
alization, on the aggregation of Ab via photoluminescence tech-
nique. However, using this technique, there are still some
drawbacks including the selectivity of the light-switching effect,
interaction of exogeneous or diverse compounds with free ThT sig-
nal, leading to quench its emission or affect the binding of ThT
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toward fibrils, lack of high-resolution models that complicate the
investigation of the binding mode to fibrils, unclear binding mode
of fibrils, etc. In order to overcome these limitations, up to now, the
potential scope of luminescent d-block transition metal complexes,
which are alternative candidates to organic materials and non-
luminescent metal complexes towards sensing and inhibition of
amyloid aggregation is still under investigated and needs to be
explored extensively. Therefore, it is worthwhile to consider collec-
tively the potential applications of photoactive transition metal
complexes mediated sensing as well as inhibition of amyloid fib-
rils. Distinct from previous reviews, this review provides the efforts
that have been achieved on the sensing, and/or inhibition of amy-
loid aggregates exclusively based on d-block photoactive transition
metal complexes. In this review article, we give a brief introduction
on the advantages of luminescent transition metal complexes and
explain why these complexes are promising candidates in sensing
and inhibition of Ab aggregates compared to other dyes. We also
summarize the current advances in the development of Ab-
targeted luminescent d6-based transition-metal complexes such
as Ru(II), Re(I), Ir(III) and Pt(II) complexes based on their potential
applications. The examples highlighted herein are only representa-
tive of the significant opportunity that metal complexes offer for
exploring structural design, integration of active targeting moieties
such as peptides, aptamers, etc., mode of action toward Ab aggre-
gation and biomedical applications. The challenges and sugges-
tions for the future development of this field will also be
highlighted. The information presented in this review is summa-
rized in Table 1.

2. Sensing and inhibition of b-amyloid aggregation based on
d-block arena

2.1. Ruthenium(II) complexes

Ruthenium(II) complexes have proven to be especially suit-
able for use in medical applications owing to their unique and ver-
satile biochemical properties such as large Stokes shifts, long
lifetimes, light-switching properties, favourable ligand exchange
properties, and their ability to mimic iron when binding to certain
biological molecules [71,72]. Therefore, the interaction of
ruthenium compounds with biomolecules often leads to the devel-
opment of ruthenium-based probes for sensing and inhibition of b-
amyloid aggregation.

For instance, a team of Marti demonstrated first time that [Ru
(bpy)2(dppz)]2+ (bpy = 2,20-bipyridine; dppz = dipyrido[3,2-a:20,3
0-c]phenazine) complex (1) displayed unconventional ‘‘light-
switching” process upon interacting with fibrillar amyloid-
b aggregates in real time [73]. This Ru(II) complex, 1 showed a poor
emission upon interacting with monomeric Ab due to the weak
interaction. Whereas, the interaction of 1 with Ab fibrils led to a
50-fold enhancement in the emission intensity. This can be
ascribed to the strong interaction with fibrils which makes the
microenvironmental change where the rotation of dppz ligand in
1 was prevented to prefer luminescent state. Emission turn-on
response of 1 after interacting with fibrils showed a sigmoidal
curve, which is consistent with the ThT fluorescent response
toward fibrils (Fig. 3a). The TEM image of fibril aggregates after
7 h incubation obtained from assays showed the development of
fibrils and larger structures, i.e., fibril networks (Fig. 3b,c). Time-
resolved measurement of Ab assay (Ru(II) complex and Ab fibrils
in the presence of fluorophore, rhodamine B) revealed that tran-
sient spectrum of 1 showed a biexponential decay with lifetimes
of 21(19%) and 221 ns (81%) along with the fluorescent background
of the transient spectrum of the rhodamine B (1.6 ns). This study
confirmed the detection ability of 1 toward Ab fibrils that can be
easily distinguished from a short-lived fluorescent rhodamine B

background. Further studies on steady-state PL and time-resolved
emission spectra (TRES) also supported the Ab fibril detection abil-
ity of 1 over rhodamine B. Following this study, the authors [74]
applied docking and molecular dynamics study for the sensing
behavior of 1 toward Ab fibrils. They found that hydrophobic
domains of Val18 and Phe20 in Ab fibrils that can efficiently hide
from water by binding, were mostly responsible for the effective
binding with 1 to turn-on its luminescence behavior and generate
the ‘‘light switch” effect.

In another work, the same group applied [Ru(phen)2(dppz)]2+

(phen = 1,10-phenanthroline) (2) to sense a-synuclein amyloido-
genic aggregates in Parkinson’s disease (PD) in vitro and in cells
[75]. Compound 2 is also non-luminescent in solution. However,
the light-switching effect of 2 displayed a minimal photolumines-
cence with monomer, but an 18-fold increase in intensity when
mixed with aS fibrils by keeping its emission maxima remained
unchanged. This emission enhancement that caused by a strong
binding of 2 with aS fibrils via hydrophobic interaction was about
two orders of magnitude greater than that of compound 1 under
the same experimental condition. Real-time aS peptide aggrega-
tion monitoring with a photoluminescent 2 displayed a classic sig-
moidal curve, showing the typical lag, elongation and equilibrium
phases of amyloid formation, which are consistent with AFM and
TEM images. Flow cytometry studies revealed that human neu-
roglioma cells (H4) treated 2 showed an increase in emission
intensity because of binding with aS fibrils that overexpressing
aS (H4/a-syn-GFP), a reporter for disease-associated phenotypes
while untreated H4 cells did not exhibit a noticeable emission. Fur-
thermore, addition of MG-132, an inhibitor of proteasomal degra-
dation, to H4 or H4/a-syn-GFP cells treated 2 promoted the
emission intensity dramatically (Fig. 4). This can be attributed to
the binding of 2 with hydrophobic site of accumulated granular
aS aggregates dispersed throughout MG-132 treated H4 cells, as
evidenced by microscopy images. Fluorescence microscopy images
revealed that colocalization of GFP (fluorescence) and 2 (photolu-
minescence) in H4 and H4/a-syn-GFP cells showed a positive cor-
relation purely with high emission intensity of 2. Since the
fluorescence of GFP did not overlap with emission of 2, compound
2 can be used to colocalize with any type of GFPs. This work seems
to be the first report on the study of aS fibrilization or intracellular
protein aggregation using a metal complex.

Another light-switching Ru(II) complex, [Ru(phen)2dppzidzo]2+

(phen = 1,10-phenanthroline; dppzidzo = dipyrido-[3,2-a:20,30-c]
phenazine-imidazolone) (3), reported by Yao and co-workers
[76] had shown promise in probing tau R3 peptide aggregation.
During R3 aggregation induced by heparin, the emission intensity
growth rate of 3 appeared to be small compared to Thioflavin S
(ThS), indicating that aggregation process was not accelerated
or hindered in the presence of 3. Almost 95% of emission intensity
of 3 was enhanced after the addition of 3 into the aggregates of
tau R3 peptide. TEM supported the findings that compound 3
offered better results in terms of reliable, accurate and easier
for monitoring fibrillization, which was in good agreement with
the luminescence and light scattering data (Fig. 5). The presence
of large Stokes shift (206 nm) and long life-time (154 ns) made
compound 3 easier to differentiate background emission as well
as detect fibrils via a time-gating method. Interestingly, upon
R3 aggregation induced by heparin, the emission intensity growth
rate of 3 was high compared to other ‘‘light switch” [Ru(phen)2-
dppz]2+ complex, showing its good sensitivity toward R3 fila-
ments. In addition, Compound 3 can be used to distinguish tau
R2 and R2-C291A mutant peptides based on the emission inten-
sity of 3 which was obtained from different aggregation time of
these peptides. Molecular docking study showed that binding of
3 with negatively charged residues produced hydrophobic protec-
tion of 3 to enhance its luminescence.
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Table 1
Photophysical properties, target protein, size of fibrils, binding constant, detection limit and lifetime data for the photoactive metal complexes to the target proteins.

Compound
No.

kem
max,

kex
(nm)

Change in emission intensity Stokes
shift
(nm)

Target protein &
Buffer/solvent

Size of amyloid
fibrils, (nm)

Detection
Limit

Biological samples/Cells Binding constant (M�1) lifetime
(ns)

Ref.

1 620,440 50-fold enhanced 180 amyloid-b (PBS) NA NA NA NA 21 &
221#

185§

74

2 640,440 18-fold enhanced 190 a-synuclein (PBS) NA NA human neuroglioma cells (H4)
and H4/a-syn-GFP cells

NA – 76

3 610,
404

~15-fold enhanced 206 Tau (Tris HCl) NA NA NA NA 154§ 77

4 625,
410

~10-fold enhanced ~210 Insulin (Tris HCl) NA NA NA NA – 78

5 625,
410

~15-fold enhanced ~210 Insulin (Tris HCl) NA NA NA NA – 78

7 650,
480

No enhanced emission ~200 amyloid-b (PBS) NA NA Neuro2A Cells NA 129.3
&1.23§

79

8 640,
460

decreased (monomers,
oligomers) 15 fold enhanced
(fibrils)

~180 amyloid-b (PBS) 27a 50 nM NA 4.1 � 106 – 80

9 600,
452

Enhanced emission 148 amyloid-b (PBS) 137.6c NA PC12 cells NA – 82

10 420,330 ~10-fold enhanced 90 amyloid-b (PBS) NA 2.0 lM. NA 2.2 � 105 – 87
11 420,330 ~10-fold enhanced 90 amyloid-b (PBS) 40b 2.0 lM. NA 2.0 � 105 – 87
12 484,

380
13-fold enhanced 101 Ab42 fibrils (PBS) NA NA NA d276 ± 31.9 nM – 90

13 581,469 34-fold enhanced 114 Ab42 fibrils (PBS) 228c NA NA d137 ± 18 nM – 90
14 641,494 19-fold enhanced 148 Ab42 fibrils (PBS) NA NA NA d217.4 ± 26.3 nM – 90
16 560,

362
18-fold enhanced ~198 amyloid-b (PBS) NA NA NA NA – 94

17 491,365 134-fold (fibrils) & 56- fold
(monomers) enhanced

~130 Ab1–40 fibrils &
monomers (PBS)

NA NA Neuroblastoma cells (SH-
SY5Y)

NA – 98

32 540,360 6-fold (monomer) and 12-fold
(fibril) enhanced

180 Ab1–40 monomers &
fibrils (PBS)

NA NA Neuroblastoma cells (SH-
SY5Y)

NA – 100

33 540,360 11-fold (monomer) and 18-fold
(fibril) enhanced

180 Ab1–40 monomers &
fibrils (PBS)

NA NA Neuroblastoma cells (SH-
SY5Y)

NA – 100

34 587,449 ~180-fold enhanced NA Ab peptide (DMSO-
H2O)

NA NA murine Neuro-2a (N2a)
neuroblastoma cells

NA 5.8§ 101

35 587,452 Enhanced emission NA Ab peptide (DMSO –
H2O)

NA NA murine Neuro-2a (N2a)
neuroblastoma cells

NA 11§ 101

36 589,446 Enhanced emission NA Ab peptide, a -Syn, and
hIAPP (DMSO- H2O)

NA NA murine Neuro-2a (N2a)
neuroblastoma cells

d1.6 � 10�4 (monomers), d2.6 � 10�4

(oligomers), d7.1 � 10�4 (fibrils)
4.8§ 101

37 573,441 Enhanced Emission NA Ab peptide (DMSO-
H2O)

NA NA murine Neuro-2a (N2a)
neuroblastoma cells

NA 4.4§ 101

38 650,440 ~10-fold enhanced NA Bovine insulin (PBS) NA NA HeLa Cells 5. 46 � 104 120§ &
220#

105

39 665,440 ~2-fold enhanced NA Bovine insulin (PBS) NA NA NA NA – 105
40 675,440 No changes NA Bovine insulin (PBS) NA NA NA NA – 105

a From AFM image.
b From TEM image.
c From DLS study
d Dissociation constant, Kd; NA = Not available.
# Presence of amyloid fibrils.
§ Without amyloid; PBS- Phosphate buffer saline.
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In 2014, Hanczyc reported that two binuclear ruthenium(II)
complexes, [m-(11,110-(bidppz)(phen)4Ru2]4+ (4) and [m-C4-
(cpdppz)(phen)4Ru2]4+ (5) are promising candidates for sensing

the amyloid fibrils using linear dichroism (LD) and fluorescence
spectral techniques [77]. Complexes 4 and 5 were weakly lumines-
cent at ~ 625 nm. Upon interacting with amyloid fibrils, rigid linker
containing compound 4 showed a moderate emission while flexi-
ble linker containing compound 5 displayed luminescence
enhancement. Linear dichroism studies of 4 and 5 showed that
their transition dipole moments were predominantly oriented
along the long axis of the molecules with kmax

ab at 425 and
375 nm for 4 and 5, respectively, during interaction with amyloid
fibrils, which is in good agreement with previous study [74]. Based
on LD and fluorescence data, it can be inferred that flexible com-
pound 5 moved in between laminated b-sheets to force the dppz
ligand inside the hydrophobic structure of fibrils, resulting in
enhanced luminescence whereas rigid compound 4 preceded
quenching owing to its binding geometry that differs from that
of 5 (Scheme 1). The flexible linker containing compound 5 dis-
played a moderate photoluminescence while exciting at 800 nm
using a two-photon pulse technique, which makes it attractive
candidate for detecting amyloid fibrils in advanced multiphoton
technique.

Carlos et al [78] designed a strategy that introduction of
hydrophobic and hydrophilic moieties in luminescent Ru(II) com-
plex might synergically recognize specific sites of fibrillar
aggregates. For this study, they selected two Ru(II) complexes,
cis-[Ru(phen)2(Apy)2]2+ (Apy = 4-aminopyridine) (6) and
cis-[Ru(phen)2(3,4-Apy)2]2+ (3,4-Apy = 3,4-aminopyridine) (7) for

Fig. 3. (a) Real-time assay of Ab fibrillization by ThT (blue) and compound 1 (red).
TEM images of Ab fibrils incubated in (b) ThT and (c) compound 1 after 7 h. Scale
bar = 100 nm. Reproduced with permission from ref 74. Copy right (2011) American
Chemical Society.

Fig. 4. (a) Relative emission intensity of H4 and H4/a-syn-GFP cells incubated with
compound 2 in the absence and presence of MG-132. (b) Flow cytometry images of
H4 and H4/a-syn-GFP cells incubated with compound 2 in the absence and
presence of MG-132 (2 lM) for 16 h (*p < 0.05, **p < 0.005). Reproduced with
permission from ref 76. Copyright (2012) American Chemical Society.

Fig. 5. (A) Emission response of compound 3 (kex = 404 nm); the complex 3 added before the R3 aggregation process (black curve) and and the complex 3 added after the R3
aggregation (red curve). TEM images of R3 aggregation promoted by heparin in the (B) absence and (C) presence of compound 3. Reproduced with permission from ref 77.
Copyright (2015) Royal Society of Chemistry.

Scheme 1. Schematic representation of binding mode of compounds 4 and 5 at the
surface of amyloid fibrils. Reproduced with permission from ref 78. Copyright
(2014) Elsevier B.V.
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investigating amyloid proteins. Compound 7 featured a strong
absorption in the visible region and displayed a 3MLCT-based emis-
sion at 650 nm with a Stokes shift of 200 nm and a long life-time of
129.3 ns, indicating its biological applications against self-
quenching and competitive fluorescent biomolecules. Confocal
laser scanning microscopy revealed that these compounds were
internalized into the cytoplasm of Neuro2A cells without consider-
able toxicity. Enzyme inhibitory assay results showed that these
complexes behaved as dual inhibitors of human recombinant
hAChE, and butyrylcholinesterase (hBuChE) via binding with more
catalytic active sites. It is expected that planar aromatic 1,10-phen
in 6 and 7 preferred p–p interactions with Phe295 while Apy that
hindered away from hydration effects favored cation–p interac-
tions with Trp286. Thus, these two ligands are more responsible
for the interaction of compounds 6 and 7 with these enzymes.
Oxidative stress study revealed that only compound 7 was able
to compete with 5,5-dimethyl-1-pyrroline N-oxide (DMPO) for
hydroxyl radical, showing the significance of the meta-position of
amino group in pyridyl ring of 7 toward antioxidant responsibility.
Compounds 6 and 7 displayed not only to differentiate the Ab
background fluorescence but also enabled in the real time self-
aggregated Ab images compared with the results of ThT, as
revealed by fluorescence lifetime imaging (FLIM) technique
(Fig. 6). In addition, the images of ordered structure of protofibrils
and globular structures in the Ab1�40 and short fragment Ab15�21,
respectively, can also be easily identified through FLIM experi-
ment, which is first reported in this study.

Rajagopal and co-workers [79] investigated the simple and
selective sensing and inhibition of amyloid-b aggregates using a
light-switching aptamer–ruthenium(II) complex, [Ru(dmbpy)
(dcbpy)dppz)] (8) ((dmbpy = 4,40-dimethyl-2,20-bipyridine,
dcbpy = 4,40-dicarboxy-2,20-bipyridine) (Scheme 2). In this strat-
egy, sterically hindered ligands that can decrease in binding with
aptamers or dissociate upon the addition of targets were incorpo-
rated into Ru(II) centre to get a low energy absorption and inhibit
amyloid-b fibrils. Luminescence assay showed that steric ligands
containing complex 8 was a weak luminescent at ~640 nm, but
upon incorporation of RNA aptamer, it showed emission enhance-
ment with a 10 nm blue shift. Addition of amyloid b into complex 8
resulted in decrease in its luminescence owing to the binding of
amyloid-b monomer and oligomers as well as the interaction of

solvent molecules with a displaced complex 8. At the same time,
the interaction of 8 with amyloid monomers did not show any
appreciable change in the emission intensity. On the other hand,
once fibrils formed in the solution, compound 8 underwent light
switching behavior, i.e., its intensity was enhanced while binding
with fibrils. It exhibited a binding constant of 4.1 � 106 M�1 with
a detection limit of 50 nM, which showed a better sensitivity than
that of a previously reported compound [80]. AFM studies con-
firmed the morphology of amyloid fibrils with different width sizes
in the range of 20, 23 and 27 nm, and different lengths in the range
from 500 nm to 1 lm. However, after 48 h incubation with RNA
aptamer, the growth of fibrils was inhibited and reduced to 10–
20 nm sized oligomers. This work was the first report on the label
free Ru(II) complex containing aptamer to sense and inhibit
amyloid-b fibrils.

Using the potential photoactive tris(2,20-bipyridine)ruthenium
(II), [Ru(bpy)3]2+ (9), Park and co-workers [81] demonstrated the
photodissociation of b-amyloid aggregates through oxidative dam-
age into small, nontoxic fragments (Scheme 3). It is known that ThT

Fig. 6. Confocal images of Ab1�40 treated compounds 6, 7 and ThT at different time intervals. Reproduced with permission from ref 79. Copyright (2016) American Chemical
Society.

Scheme 2. Schematic illustration of compound 8 induced the formation and
inhibition of fibrils. Reproduced with permission from ref 80. Copyright (2015)
Elsevier B.V.
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dye showed enhanced fluorescence at 485 nm upon binding with
b-amyloid aggregates. In order to confirm the visible light photo-
induced disassociation of Ab aggregates, compound 9 was treated
with ThT fluorescence of Ab aggregates and the change in emission
intensity of ThT and 9 was analysed. In dark condition, compound
9 did not cause any Ab aggregates dissociation. In addition, LED
light irradiation of ThT fluorescence of Ab aggregates without 9
did not produce any noticeable changes in the fluorescence. How-
ever, addition of 9 resulted in the decrease of ThT fluorescence as
well as increase of emission intensity of 9 at 600 nm under visible
light irradiation. This can be ascribed to the restrained intramolec-
ular motions of 9 in Ab aggregates that can reduce the non-
emissive energy loss as well as hydrophobic domain inside the
Ab aggregates, leading to reduce the accessibility of water mole-
cules to the complex 9. A significant decrease in hydrodynamic size
of Ab aggregates from 818.2 and 293.7 nm to 137.6 nm was
observed upon treatment with 9, as revealed by DLS study. AFM
images after 24 h incubation of Ab aggregates treated 9 under light
irradiation dominated the formation of small amyloidic fragments
in the area <0.2 � 106 nm2. Furthermore, FT-IR and CD profiles
showed that photo-induced complex 9 disassembled Ab aggregates
through disorder and loss of b-sheet contents. Exposure of a solu-
tion containing Ab peptides treated 9 to a visible light irradiation in
the presence of 2,4-dinitrophenylhydrazine (DNPH) that may bind
with –C@O group of oxidized proteins, caused the oxidative dam-
age of Ab peptides by generating ROS, which was confirmed by
MALDI-TOF MS study. In vitro studies showed that PC12 cells incu-
bated with a solution containing Ab aggregates treated 9 enhanced
a remarkable viability of 80%, while Ab monomers treated 9
induced a slightly detectable cytotoxicity under light illumination.
The authors concluded that in vivo study is necessary to verify
therapeutic ability of 9 for clinical uses.

2.2. Rhenium(I) complexes

Re(I) complexes exhibit immense potentials such as long emis-
sion lifetimes, photostability, phosphorescence with a large Stokes
shift, environment-sensitive luminescence, high membrane per-
meability, stability under physiological conditions, etc. [50,82].

Aggregation induced emission (AIE)-based fluorescent probes
are perfect materials for the detection of Ab fibrils owing to the
emission enhancement that are attributed to the binding of pro-
teins [83,84]. In 2014, Rajagopal and his group found that two Re
(I) complexes, [{Re(CO)3(1,4-NVP)}2(l2-OR)2] (1,4-NVP = 4-(1-nap

hthylvinyl)pyridine (1,4-NVP); 10, R = C4H9; 11, C10H21) compris-
ing of long alkyl chains and photoisomerizable 1,4-NVP ligand
were able to sense amyloid fibrils [85]. These complexes had excel-
lent photo-switching and aggregation induced emission enhance-
ment properties [86,87]. Compounds 10 and 11 exhibited a weak
emission. Upon interaction with amyloid protein, the fluorescence
was enhanced drastically owing to the formation of fibrils. (Fig. 7)
This enhanced emission was ascribed to p-p stacking interaction
between naphthalene moiety in 10 and 11 and PHE19 and PHE4
moieties in fibrils, which is corroborated by molecular docking
studies. The binding constant values obtained from Scatchard plots
were found to be 2.2 � 105 M�1 and 2.0 � 105 M�1 respectively, for
10 and 11 with a detection limit of 2.0 lM. Furthermore, the for-
mation of a 30–40 nm sized amyloid fibrils was analysed by AFM
and TEM techniques. Interestingly, complexes 10 and 11 were
selectively sensing the amyloid proteins compared to other biomo-
lecules including lysozyme, PDGF, thrombin, myoglobin, haemo-
globin, cytochrome C etc.

Pigge et al. [88] developed a series of AIE-based luminescent
tricarbonyl Re(I) complexes, [2,20-(2,2-di(thiophen-2-yl)ethene-1,
1-diyl)bisbenzothiazole]chlorotricarbonyl rhenium(I) (12), [2,20-
(2,2-di([2,20-bithiophen]-5-yl)ethene-1,1-diyl)bisbenzothiazole]ch
lorotricarbonyl rhenium(I) (13), [2,20-(2,2-di([2,20:50,20’-terthio
phen]-5-yl)ethene-1,1-diyl) bisbenzothiazole]chloro tricarbonyl-
rhenium(I) (14), and [2,20-(2,2-di([2,20-bithiophen]-5-yl)ethene-1,
1-diyl)bisbenzothiazole]aquatricarbonyl rhenium(I) triflate (15)
comprised of tetraarylethylene (TAE) ligands that featured the
combination of bis(benzothiazole) and (oligo)thiophene units.
Both ligand- and 3MLCT-based emissions were observed in CH3CN
at 471, 552, 601 and 521 nm, respectively for compounds 12–15
upon excitation at their absorption maxima. Compound 12 under-
went enhanced emission while quenching occurred for compounds
13–15 in 9:1 PBS (pH = 7.4):CH3CN upon aggregation due to the
formation of non-emissive H-aggregates, as previously studied
related rhenium(I) complexes by this group [89]. Addition of
Ab42 fibrils resulted in turn-on response ranging from a 13- to
34-fold enhancement in emission intensity with a bathochromic
shift of 10–41 nm for 12–15 while no luminescence enhancement
was noticed with Ab42 monomers. Despite compounds 12–15 fea-
tured an enhanced emission with Ab42 fibrils, a large Stokes shift
and red-shifted emission at 641 nm for 14, a 32 nm red-shifted
emission with a Kd value of 137 nM for 13, a 23 nm red-shifted
emission for 15, and a 10 nm red-shifted emission for 12, were
detected. Upon exposure to UV irradiation, a bright green colour

Scheme 3. Schematic representation of the dissociation of Ab aggregates through oxidative damage by photoexcited compound 9. Reproduced with permission from ref 82.
Copyright (2017) Elsevier B.V.
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emission response of 13 toward Ab42 fibrils can simply be visual-
ized even by the naked eyes (Fig. 8). The average nanoaggregates
size were about 228 nm by dynamic light scattering (DLS) result
for 13, but in the presence of Ab42 fibrils, the particle size was sig-
nificantly reduced with enhanced emission. Competition study
between 12 and ThT on fibrillation process showed that compound
12 efficiently bound with Ab42 fibrils by hindering the ThT binding
to give a higher binding constant (Kd = 0.28 lM) than that of ThT
(Kd = 0.8 lM). On the other hand, addition of other biomolecules
such as calf thymus DNA (CT DNA), bovine and human serum albu-
min (BSA, HSA), casein, human IgG, and pepsin did not induce
emission intensity of 13 while it exhibited a remarkable emission
enhancement over other fibrils such as Ab40, lysozyme, and a-
synuclein. In contrast, ThT showed a non-selective binding with
other fibrils and exhibited a fluorescence enhancement toward
serum albumin, DNA and other proteins [90,91]. Thus, the emission
response of compound 13 was remarkably selective and superior
over ThT for the detection of fibrils. It was proposed that favorable
hydrophobic interactions acted as driving force for the effective
binding of 12–15 with amyloid fibrils.

One of the luminescent rhenium(I) complexes, [Re(CO)3(dppz)
(Py)]+ (16, Py = pyridine) came out from the laboratory of Marti
was shown to exhibit primary and secondary light-switching
effects for the detection of Ab aggregation in real time [92]. Com-
pound 16 displayed a poor emission, however, addition of 16 into

aggregated Ab resulted in an 18-fold enhanced emission intensity,
which was higher than that of emission intensity of 16 in the pres-
ence of DNA [93]. The authors observed that in the presence of Ab
fibrils, compound 16 underwent time-dependent emission
enhancement at 560 nm (kex = 362 nm), promoting secondary
light-switching effect to give a 105-fold enhanced emission after
6000 s. LC-MS data confirmed the presence of a non-specific mod-
ification of the Ab in the irradiated solution of 16 and Ab mono-
mers, whereas site-specific oxidation occurred only in Ab but not
in 16 upon exposure of a solution containing compound 16 treated
Ab fibrils to light irradiation. This can be ascribed to the catalytic
oxidation of Ab fibrils by 16 via the production of reactive oxygen
species (ROS), which is corroborated by the irradiated solution
containing 16 treated Ab fibrils under nitrogen atmosphere where
only a 2-fold emission enhancement was noticed. Therefore, it was
concluded that secondary light-switching effect could be possible
from either disability of oxidized aminoacids (Ab fibrils) in deacti-
vating excited state 16 to give enhanced emission or ligand substi-
tution with oxidized aminoacids during irradiation. This can be in
good agreement with the broadening spectrum of 16 upon irradi-
ation. Furthermore, the authors tested the possibility of using 16
to monitor in real-time amyloid self-assembly across a wide range
of aggregation conditions through sigmoidal curve (Fig. 9).

Fig. 7. (a) Emission enhancement of compound 11 upon the addition of various concentrations of amyloid fibrils and (b) AFM image of amyloid fibrils upon the addition of
compound 11 with amyloid samples. Reproduced with permission from ref 87. Copyright (2014) Elsevier B.V.

Fig. 8. Luminescence response of 13 upon untreated and treated monomers or Ab42
fibrils. Inset photo showing the color change during the absence and presence of
fibrils with 13 under UV light. Reproduced with permission from ref 90. Copyright
(2018) John Wiley & Sons.

Fig. 9. Real-time assay of 16 for monitoring Ab aggregation before (red) and after
(blue) irradiation. Reproduced with permission from ref 94. Copyright (2016)
American Chemical Society.
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In contrast, compound [Ru(bpy)2(dppz)]2+, 1 did not show sec-
ondary light-switching behaviour with Ab fibrils, indicating that
dppz coordination with metal centres never involved in the sec-
ondary light-switching effect. Thus, secondary light-switching
effect of 16 is unique and unusual characteristics.

2.3. Iridium(III) complexes

Another photoactive family for sensing and inhibition of fibrillar
Ab is based on Ir(III) complexes. They have attracted more attention
due to their stable structures, excellent optical performances such as
high emission quantum yield, high lifetime, emission colors ranging
from blue to red, tunable structures, sensitivity to surrounding envi-
ronment, and effective singlet oxygen photosensitization [94,95].

Ma and coworkers made the first example of spectroscopic
applications of cyclometalated Ir(III) solvato complexes, [Ir(ppy)2
(OH2)2]+ (17, ppy = 2-phenylpyridine), [Ir(ppy)2(OH2)2]+ (18,
bzq = benzoquinoline), and [Ir(ppy)2(OH2)2]+ (19, phq = phenylqui
noline) to inhibit amyloid aggregates [96]. They used total internal
reflection fluorescence microscopy (TIRFM) for monitoring the
inhibitory effect of 17–19 toward ThT labelled Ab1–40 fibrils. These
compounds were able to inhibit the fibrillogenesis against Ab1–40
peptides through binding with histidine moiety of peptide and suc-
cessfully blocked the misfolding of peptides to generate neurotoxic
oligomers and fibrils. In the inhibitory process, compound 17 was
very active compared to 18 and 19 where sterically hindered
extended aromatic ligands may force to prevent histidine moiety
in coordinating metal centers. These compounds were weakly
luminescence in solution. However, they displayed enhanced lumi-
nescence with histidine as the complexation probe containing
compounds and peptides was shielded in the hydrophobic region
to minimize the non-radiative decay process. Since Ab1–40 fibrils
produced more hydrophobic environment than that of Ab1–40
monomers, compound 17 inhibited Ab1–40 fibrils effectively to
afford a 134-fold emission enhancement at 491 nm while only a
56-fold emission intensity was observed with Ab1–40 monomers
compared to free 17. (Fig. 10). Later, the same group also reported
other Ir(III) complexes that showed the detection and inhibitory
effects against Ab1–40 fibrils [97].

Following these studies, Ma et al [98]. again demonstrated that
photoactive iridium(III) complexes 20–33, [Ir(ppy)2(bpy)]PF6 (20,
ppy = 2-phenylpyridine, bpy = 2,20-bipyridine), [Ir(ppy)2(biq)]PF6
(21, biq = 2,20-biquinoline), [Ir(ppy)2(dmdpphen)]PF6 (22,
dmdpphen = 2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline),
[Ir(ppy)2(dbbpy)]PF6 (23, dbbpy = 4,40-diphenyl-2,20-bipyridine),
[Ir(phq)2(dpbpy)]PF6 (24, phq = 2-phenylquinolin, dpbpy = 4,7-di

phenyl-2,20-bipyridine), [Ir(phq)2(4,7-dpphen)]PF6 (25, dpphen =
4,7-diphenyl-1,10-phenanthroline), [Ir(bzq)2(chlorophen)]PF6 (26,
bzq = benzoquinone, chlorophen = 5-chloro-1,10-phenanthroline),
[Ir(bzq)2(phen)]PF6 (27, phen = 1,10-phenanthroline), [Ir
(bzq)2(2,9-dpphen)]PF6 (28, 2,9-dpphen = 2,9-diphenyl-1,10-phe
nanthroline), [Ir(bzq)2(aminephen)]PF6 (29, aminephen = 1,10-phe
nanthrolin-5-amine), [Ir(bzq)2(dnbpy)]PF6 (30, dnbpy = 4,40-dino
nyl-2,20-bipyridine), [Ir(ppy)2(phenyl-imidazo-phen)]PF6 (31,
phenyl-imidazo-phen = 2-phenyl-1H-imidazo[4,5-f][1,10]phenan
throline), [Ir(ppy)2(phenol-imidazo-phen)]PF6 (32, phenol-imi
dazo-phen = 4-(1H-imidazo[4,5-f][1,10]phenanthrolin-2-yl)phe
nol), [Ir(bzq)2(phenol-imidazo-phen)]PF6 (33) can inhibit Ab1–40
aggregates in vitro and protect neuronal cell lines upon exposed
to Ab1–40 aggregates. Compounds 20–30 were unable to differenti-
ate the effect of Ab1–40 monomers and fibrils based on their lumi-
nescence data. However, compound 31 displayed remarkable
changes in emission intensity (Ifibril/Imonomer ratio, >1.5), and thus,
differentiating the detecting ability of fibrils over monomers.
Therefore, they prepared its analogue compounds 32 and 33 and
checked their ability against Ab1–40 aggregates. The aggregation
kinetic curve of Ab1–40 aggregates toward 32 and 33 using a ThT
assay displayed a typical sigmoid kinetics that featured a long lag
time (nucleation lag time) followed by a rapid aggregate growth,
in which compound 32 partially retarded the fibrillogenesis
whereas it was completely inhibited by compound 33. They
observed that Ir(III) center was only active to inhibit Ab1–40 aggre-
gates but not the ligand moiety. Total internal reflection fluores-
cence microscopy (TIRFM) with laser excitation and TEM images
confirmed that they were capable of breaking the b-sheets
and blocked partially or completely the formation of Ab fibrils
(Fig. 11). Upon binding with Ab1–40 monomers and fibrils, com-
pound 32 exhibited a 6- and 12-fold increase in emission intensity
at 540 nm while 11- and 18-fold emission enhancement at 540 nm
was observed for 33. These findings can be ascribed to the binding
of these compounds with different hydrophobic domain of mono-
mers and fibrils, resulting in the protection of compounds from
non-radiative decay and solvent quenching to enhance their emis-
sion. A neuroprotective effect of different forms of Ab1–40 peptides
(Ab1–40 monomer, Ab1–40 monomer with seeded fibrils and Ab1–40
fibril) on human SH-SY5Y neuroblastoma cells and mouse primary
cortical cells against Ab-induced toxicity showed that they were
capable of inducing toxicity. Whereas, compound 33 showed effec-
tive neuroprotection to these cells toward cytotoxicity that was
produced by Ab1–40 peptide forms with a [Ab1–40]/[33] ratios of
0.2, 1.0, or 5.0 while compound 31 did not show any significant
effect on toxicity because it exhibited no effect on amyloid aggre-
gation also. Thus, compound 33 could be used to protect these neu-
ronal cells from Ab aggregates upon low dosage administration.

Recently, Lim and co-workers [99] newly designed four Ir(III)
complexes, 34–37 Ir-Me (34), Ir-H (35), Ir-F (36), and Ir-F2 (37)
and developed an efficient chemical strategy by modifying Ab pep-
tides via coordination-/photo-mediated oxidation to determine Ab
aggregation. The characteristic features of these compounds are: (i)
2-phenylquinoline containing Ir(III) complexes afford relatively
high quantum yields and rates of ROS production, (ii) F atoms are
capable of interacting with Ab peptides via H-bonding to enhance
photophysical behavior and biocompatibility, and (iii) H2O mole-
cules present in Ir(III) complexes can easily coordinate with Ab
peptides through substituting histidine (His) residue. Compounds
34–37were emissive at 587, 587, 589 and 573 nm with a quantum
yield of 0.0038, 0.0037, 0.0071, and 0.0027, respectively and they
produced a weak singlet oxygen (1O2). In the presence of His, quan-
tum yields were enhanced (0.19 for 34, 0.31 for 35, 0.26 for 36 and
0.081 for 37) along with a shift in kem ranging from 573 to 593 nm
and an increase in 1O2 production, demonstrating their coordinat-
ing ability (36 > 35 > 34 > 37) with His, which is corroborated with

Fig. 10. Luminescence response of 17 upon untreated and treated monomers or
Ab42 fibrils. Reproduced with permission from ref 98. Copyright (2011) Royal
Society of Chemistry.
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ESI-MS data. Compound 36 showed significant binding constants
with different forms of Ab peptides such as monomers (Kd = 1.6 �
10�4 M), oligomers (Kd = 2.6 � 10�4 M) and fibrils (Kd = 7.1 � 10�4

M). In addition, it gave a remarkable 1O2 and O2
�� species with His

binding to have the capability in modifying Ab peptides. ESI-MS
data revealed that photoactivation of 34–37 containing Ab pep-
tides resulted in the formation of oxidized Ab40 residue where
the oxidation sites were expected in the residues of His13, His14,
and Met35. Thus, in the presence of light and O2, Ab40 or Ab42
aggregation can be controlled by coordination-/photo-induced oxi-
dation of peptides mediated by phototriggered Ir(III)-complexes,
while in the absence of light and O2, covalent interactions between
Ir(III) complexes and the peptides guided Ab40 or Ab42 aggregation.
Compounds 34–37 also interacted with a -synuclein (a -Syn) and
human islet amyloid polypeptide (hIAPP) aggregates (Fig. 12). In
addition, reduced cytotoxicity was observed upon exposure of
Ab40 species treated 34–37 to murine Neuro-2a (N2a) neuroblas-
toma cells in a photoirradiation-dependent manner. In their previ-
ous report [100], they observed that another Ir(III) complex
induced oxidative modification of Ab peptides and dominated their
aggregation behavior.

2.4. Platinum(II) complexes

Among these photoactive transition metal complexes,
square-planar geometry of d8 Pt(II) complexes show different

photophysical properties from that of pseudo-octahedral geometry
of d6 transition metal complexes. The planarity of Pt(II) complexes
makes it possible to have intermolecular interaction between the -
monomers in the excited and ground states that can lead to an ex-
cimer, showing a red-shifted emission [101,102]. The emission
attributed from the resulting excimers are usually from MMLCT
or LLCT transitions which are strongly depending on the distance
of Pt-Pt. The Pt atoms in binuclear complexes connected by small
ligands produce the intramolecular Pt-Pt interactions. Beyond
other metal complexes, Pt(II) metal complexes have been identi-
fied to inhibit the formation of amyloid fibres through direct coor-
dination of the Pt centre with amyloid peptides or metal-driven
oxidation of crucial residues.

Recently, three water-soluble ionic supramolecular Pt(II) com-
plexes, 38–40 [Pt{bzimpy(PrSO3)2}{C„C-C6H3-(CH2OH)2–3,5}]K
(38), [Pt{bzimpy(C4H9)2} {C„C-C6H3-(CH2OH)2–3,5}]Cl (39) and
[Pt{bzimpy(PrSO3)2}Cl]K (40) (bzimpy = 2,6-bis-(benzimidazol-20-
yl)pyridine) for the sensitive and specific detection of amyloid fib-
rillation were reported first time by Yam and workers (Scheme 4)
[103]. Compounds 38–40 showed 3MMLCT based emission in
aqueous medium at 670–690 nm that were linked to aggregate for-
mation via Pt(II)� � �Pt(II) interactions. In the presence of insulin
amyloid, compound 38 displayed an enhancement in its emission
intensity with a hypsochromic shift that can be attributed to the
binding of this complex with the hydrophobic pockets of amyloid
aggregates through hydrogen bonding and hydrophobic–

Fig. 11. TEM images of Ab1–40 aggregation when (a) untreated with 32 and 33, (b) treated with 32, and (c) treated with 33. Scale bar = 200 nm. Reproduced with permission
from ref 100. Copyright (2015) Springer Nature.

Fig. 12. TEM images of compound 36 induced peptide aggregation in the absence and presence of light. Scale bar = 200 nm. Reproduced with permission from ref 101.
Copyright (2019) Royal Society of Chemistry.
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hydrophobic interactions, which was also confirmed by 1H NMR
studies. In 39, insulin amyloid induced an emission enhancement
with a hypsochromic shift, showing the aggregation behavior
through H- bonding and hydrophobic–hydrophobic interactions.
At the same time, native insulin also produced an increase in emis-
sion intensity without hypsochromic shift because of electrostatic
interaction which reduced the mobility and increased the rigidity
of 39. Thus, it was not a suitable probe for the detection of fibrils
selectively. In contrast, compound 40 did not display remarkable
changes in its emission intensity owing to the lack of H-bonding
and hydrophobic–hydrophobic interactions, which were attributed
from the –OH and phenyl groups, respectively. Like the case of 39,
it cannot also be used as a probe for detecting fibrils. Interestingly,
amyloid fibrillation via nucleation dependent polymerization con-
sistently showed a sigmoidal time course monitored by relative
emission intensity of 38. The emission lifetime of 38 was also
increased from 0.12 to 0.22 ls upon the addition of amyloid aggre-
gates whereas ThT displayed a singlet lifetime of 1–2 ns even in the
presence of amyloid aggregates, indicating the significance of 38 in
biological uses. According to Hill equation, compound 38 showed a
binding constant of 5.46 � 104 M�1 with a Hill coefficient of 1.68,
showing the positive cooperation of 38 with fibrils. Confocal
images confirmed a bright 3MMLCT-based emission intensity of
38 after binding with fibrils. Furthermore, compound 38 domi-
nated its emission intensity on ThT-treated amyloids, indicating
its photostability and selectivity over ThT. Luminescence assay
showed that L-ascorbic acid can decelerate the formation of amy-
loid aggregates in the presence of 38, which is in good agreement
with the result obtained from ThT. One of the advantages of 38 is
that metal ions such as Mg(II), Ca(II), Mn(II), Fe(II), Fe(III), Cu(II),
and Zn(II) and intracellular DNA and RNA did not interfere the fib-
rils triggered emission intensity of 38while they affected the emis-
sion intensity of ThT. Hence, compound 38 proved its high
selectivity and sensitivity over ThT, making it a promising candi-
date for the detection of amyloid fibrils.

Table 1 summarizes the emission light-switching response of
Ru(II), Re(I), Ir(III) and Pt(II) complexes for the detection of Ab
monomers, protofibrils and fibrils. The structure of these metal
complexes is depicted in Chart 1.

3. Summary and outlook

In summary, this review summarizes the recent developments
involving photoactive transition metal complexes to act as noncon-
ventional probes for monitoring and acting as inhibitors that coun-
ter the misfolding of peptides into neurotoxic oligomers and

amyloid fibrils. Given the importance of the metal binding sites,
histidine residues in the Ab fibrils, most current studies have been
devoted to the design and synthesis of photoactive metal com-
plexes containing conjugated ligands that featured dppz, imida-
zole, thiazole chelating groups to serve as probes for the
detection and inhibition of peptide aggregation by affording high
quantum yields and ROS production. Some of the probes contain-
ing fluorine atoms and hydrophobic groups imparted the ability
to interact with Ab through non-covalent interactions, such as
hydrogen bonding, hydrophobic and pi-pi interactions. In addition,
H2O coordinated compounds enabled covalent coordination with
Ab through replacement with histidine residues of the peptide.
These probes possessing attractive characteristics including a
red-shifted emission, a large Stokes shift, and a long lifetime have
the potential advantages over more conventional dyes such as ThT.
In particular, the relatively long excited lifetimes of these com-
plexes can be used not only to differentiate the binding of Ab
monomers, Ab protofibrils and Ab fibrils but also the competitive
binding or interference associated with autofluorescence of other
biomolecules or dyes using time-gated measurements. The mor-
phology of fibrils was investigated through imaging of AFM and
TEM imaging studies. Several photoactive metal complexes
detected Ab fibrils selectively with a detection limit of nM range,
making them ideal candidates for the detection of Ab fibrils in-
vivo studies. Computational studies revealed that amino acids con-
taining binding sites were able to interact with metal complexes
through hydrophobic CH–p and p–p interactions. These com-
pounds enabled as chemical modulators toward Ab aggregation
via coordination, oxidation, and hydrolysis routes to regulate Ab
aggregation pathways. For in vitro applications, as these metal
complexes were easily taken up by Neuro-2a (N2a) neuroblastoma
cells, PC12 cells, human SH-SY5Y neuroblastoma cells and mouse
primary cortical cells with high stability and luminescence sensing,
they were capable of enhancing remarkable viability to disassem-
ble the aggregates against Ab-induced toxicity under light
illumination.

It would be more interesting to study the relationship between
the structure and inhibition/emission behavior of these photoac-
tive metal complexes. The Ab peptide contains several aromatic
(e.g. Phe4, Phe19, and Phe20) and other hydrophobic residues that
are critical for aggregation. Thus, it is reasonable to predict that
there are adequate opportunities for functionally important
hydrophobic interactions. Compounds 1 and 13 that contained
highly conjugated hydrophobic aromatic ligands dipyrido[3,2-a:20

,30-c]phenazine and benzothiazole derivative, respectively favored
the binding modes with hydrophobic sites on the Ab surface. Upon
binding to fibrillar aggregates, the rotation of hydrophobic ligands

Scheme 4. Schematic illustration of compounds 38–40 mediated the detection of fibrils. Reproduced with permission from ref 105. Copyright (2019) American Chemical
Society.
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became substantially restricted, thus reducing the nonradiative
decay channel in its excited state. This resulted in a remarkable
increase in the emission yield of compounds 1 (50-fold enhance-
ment) and 13 (34-fold enhancement) in the presence of amyloid
fibrils. Other compounds containing aromatic ligands such as
bipyridyl derivatives, benzimidazole derivatives, styrylpyridines,
AIE based ligands etc, contributed a significant emission enhance-
ment upon binding with the cross-b sheet structure of amyloid fib-
rils. On the other hand, compounds lacking a second phenyl group
(compounds 6 and 7) were less potent inhibitors of aggregation.
Among the photoactive metal complexes examined in this study,
cyclometalated Ir(III) solvato complexes, 17 and 34 showed a
134- and a 180-fold emission enhancement in their emission
intensity upon binding with Ab peptides. These compounds were
composed of 2-phenylquinoline, F atom, and H2O molecules which
produced high ROS production, and easily coordination with Ab
peptides through hydrogen bonding and substituting histidine
(His) residue, respectively. It is worth noting that the flexible
ligands might also influence activity. For example, flexible linker
containing compound 5 influenced to move in between laminated
b-sheets to force the dppz ligand inside the hydrophobic pockets of
fibrils, resulting in enhanced its emission intensity whereas the
binding geometry of rigid compound 4 preceded quenching

pathway. However, the role of auxiliary ligands in their activity
against target amyloid fibrils cannot excluded. Based on this obser-
vation, we hypothesized that the highly hydrophobic ligands, ROS
production, coordinated H2O molecules and substituted F atoms,
flexible linkers, etc., are essential for activity.

These photoactive metal complexes displayed remarkable
selectivity against the targets of interest in contrast to ThT where
no selectivity was found. These metal complexes have been
designed and discovered to show a high binding affinity and selec-
tivity to the hydrophobic grooves on the b-sheet surface along the
Ab fibril axis or oxidative damage of Ab peptides via ROS produc-
tion and to exhibit a variety of responses to amyloids, such as
emission intensity changes, shifts in emission maxima, variations
in binding constants, detection limits, linear ranges and lifetimes
over monomers, oligomers and other biomolecules. For example,
compound 1 was designed to improve a 50-fold signal enhance-
ment with a Stokes shift of 180 nm and a biexponential decay,
leading to high binding affinity to amyloid-b. Compound 2 showed
unusually high selectivity for aS fibrils with an 18-fold emission
enhancement and a Stokes shift of 190 nm, while compound 3 dis-
played exceptional affinity for tau R2 fibrils over R2-C291A mutant
peptides with a 15-fold emission enhancement and a Stokes shift
of 260 nm. The selectivity of 2 toward aS fibrils in vitro was also

Chart 1. Structure of photoactive metal complexes used in this study.
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supported with a study on human neuroglioma cells (H4) and H4/
a-syn-GFP cells. The rigid linker containing compound 4 was syn-
thesized to improve the binding affinity to insulin up to 10-fold-

emission enhancement whereas flexible linker containing com-
pound 5 exhibited a high specificity toward insulin with a 15-
fold emission enhancement. The meta-position of amino group in

Chart 1 (continued)
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pyridyl ring of 7 toward amyloid-b via antioxidant responsibility
showed a significant selectivity with a Stoke shift of 200 nm. It also
differentiated Ab background fluorescence and enabled in the real
time self-aggregated Ab images compared with ThT. Further,

in vitro study using Neuro2A cells encouraged its selectivity. To
improve better detection sensitivity and selectivity of Ab fibrils,
compound 8 containing sterically hindered ligands which can
decrease in binding with aptamers or dissociate upon the addition

Chart 1 (continued)
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of targets created specific probe in the presence of aptamers
showed a strong binding affinity and selectivity toward Ab fibrils
with a binding constant of 4.1 � 106 M�1 and a detection limit of
50 nM whereas monomers and oligomers of Ab caused the
decrease in emission intensity of 8 due to binding with displaced
complex 8. Compound 9 was designed to improve the binding
affinity to amyloid-b up to a 148-fold emission enhancement by
oxidative damage of Ab peptides via ROS production, which is sup-
ported by in vitro study using PC12 cells. The enhanced emission

(10-fold) with a Stoke shift of 90 nm and binding constants of
2.0–2.2 � 103 M�1 was ascribed to p-p stacking interaction
between naphthalene moiety in 10 and 11 and PHE19 and PHE4
moieties in fibrils, which is corroborated by molecular docking
studies. Benzothiazole derivatives of 12–15 exhibited high speci-
ficities toward Ab42 fibrils with a high binding affinity of 137–
276 nM with a 13 to 34-fold emission enhancement and Stokes
shifts from 101 to 148 nm. The site-specific oxidation via the pro-
duction of ROS occurred in amyloid-b upon exposure of 16 to light

Chart 1 (continued)
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irradiation, leading to afford an 18-fold emission enhancement.
Comparison of compound 17 to Ab1-40 fibrils binding affinity data
with that to monomers showed its selectivity in favor of Ab1-40 fib-
rils (134-fold emission enhancement) over monomers (56-fold
emission enhancement). Compounds 32 and 33 had a strong selec-
tivity for Ab1-40 fibrils (12-fold and 18-fold emission enhancement,
respectively) over monomers (6-fold and 11-fold emission
enhancement, respectively), which is supported by in vitro study
using human SH-SY5Y neuroblastoma cells and mouse primary
cortical cells. The Ab40 or Ab42 aggregation was selectively con-
trolled by coordination-/photo-induced oxidation of peptides
mediated by phototriggered Ir(III)-complexes, 34–37 to afford
enhanced emissions with Stokes shift ranging from 223 to

253 nm. Benzimidazole derivatives of 38 and 39 exhibited the
selective affinity toward bovine insulin aggregates, showing a 2
to 10-fold enhanced emission with a Stokes shift of 100 and
115 nm, respectively. These results showed that the ability to
selectively detect amyloid aggregates by photoactive transition
metal complexes holds not only the promise of biomedical applica-
tions but also provides new approaches for unraveling the mecha-
nisms underlying fibrils versus monomer formation in amyloid
assembly.

To gain further insights into amyloid proteins with metal com-
plexes, computational and molecular docking studies were per-
formed. It is useful to predict the favored orientation, binding
sites and the affinity between the ligands and amyloid proteins

Chart 1 (continued)
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as well as fibrils. From the obtained data, we can buttress and com-
pare the spectroscopic investigations. While X-ray crystallography
has so far been unsuccessful in determining the structure of any
metal-Ab complexes, experimental methods such as NMR, EPR,
and XAS have been used in the structural determinations of metal
binding sites and interactions of Ab. These results have been sup-
ported by computational methodologies, usually ab initio quantum
mechanical calculations. Ab initio MD and hybrid QM/MM-MD
studies hold great promise in providing insight into the dynamical
processes and the ROS chemistry resulting from the metal-peptide
interactions. However, owing to rapid aggregation and disordered
nature of amyloid-b along with the solvent and paramagnetic
effects, the experimentally characterization of metal-peptide inter-
actions is poorly understood. In addition, the impact of interac-
tions, structures and dynamics, toxic species and mechanism of
toxicity faces challenges that will need to be met. Thus, the inter-
play between computational and experimental studies is going to
become even tighter in near future. For better understanding these
experimental and computational aspects, please refer these excel-
lent reviews and articles [104-108]. In addition to that, there has
been tremendous interest in identifying the drug targets, finding
the target molecules from the data libraries and repurposing of
molecules. In view of this, Artificial Intelligence (AI) /Machine
learning based drug discovery methods will be useful for the iden-
tification and the production of drugs to treat AD. It opens up new
gate way for the development of drug design to treat AD, and
thereby more exciting results will come up in next 5–10 years.

Despite currently available photoactive compounds have pro-
ven beneficial in AD, several current limitations need to be
addressed in the design of the next generations of anti-AD agents
to widen the clinical applications. Upon photoactivation, these
compounds generated ROS to oxidize peptides, thereby changing
properties of Ab and modifying their pathways. Thus, it is more
valuable to prepare metal complexes that would produce higher
ROS. The interference of biomolecules may also result in affecting
amyloidogenic aggregation pathways, and hence, the designing of
photoactive metal complexes for controlling amyloidogenic aggre-
gation would be critical. Although these compounds exhibited a
superior effect in Ab fibrils sensing compared to other conventional
dyes, only a limited number of photoactive metal complexes, such
as Ru(II), Re(I), Ir(III), and Pt(II), have been explored. Therefore, it is
essential for the rational design of other transition metal com-
plexes or incorporating newly designed ligands with metal centers,
for the qualitative detection of these fibrils. Most of the reported
compounds displayed absorption and emission wavelengths in
the visible range. (Table 1) NIR-active metal complexes that can
have target specificity and biocompatibility with a low photodam-
age, minimal fluorescence (background), and low light scattering
compared to visible or UV lights are highly desirable for the detec-
tion of peptide aggregates both in vitro and in vivo studies. In addi-
tion, they can afford higher clarity and deeper tissue penetration
into a living system to monitor aggregates. We thus expect more
studies from the collaboration between chemistry, computational
and medical communities, pushing forward exciting process
toward real applications in the future.
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ABSTRACT
The purpose of this study was to examine the antibacterial, antifungal and anticorrosion properties 
of green tea polyphenols extracted using different solvents like water, 70% ethanol, 70% methanol 
and dimethyl form amide. The extracted polyphenols were separated using TLC analysis. The 
antibacterial and antifungal activities were done by well diffusion method and it was found that 
polyphenols extracted using methanol and ethanol showed increased inhibition activity. Anti-
corrosion property was investigated using weight loss measurements and showed significant 
inhibition effect for DMF extract. 

Key words: Antimicrobial activity, Anticorrosion property, Green Tea, Polyphenols, TLC analysis, 
Ethanol, Methanol.
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INTRODUCTION

Green tea leaves contains a bio-active component 
called polyphenol with activity against wide spectrum 
of  microorganisms. For the past two decades, several 
studies were conducted on the testing of  antimicrobial 
properties of  green tea polyphenols. A number of  
surveys have indicated that green tea consumption 
reduces the risk of  cardiovascular disease,[1] stroke[2] 
and obesity.[3] In addition to the therapeutic and 
biological activities many studies found to show in vitro 
antimicrobial activity against many bacteria and virus, 
specifically Helicobacter pylori (responsible for gastritis 
and implicated as a risk factor for stomach cancer) and 
α-haemolytic streptococci (the main aetiological agents 
of  dental caries),[4] rotavirus, enterovirus and influenza 

virus,[5] yeasts,[6] filamentous fungi,[7] chlamydia, 
mycoplasmas[8] and parasites.[9]

Hence the present work aims to extract high purity 
with good yield of  polyphenols from green tea by 
using various solvents and the analysis of  polyphenols 
fractions by TLC. The green tea polyphenols were tested 
for its antibacterial, antifungal by well diffusion method 
and anticorrosion properties by gravimetric analysis.

MATERIALS AND METHODS

Plant Materials and Chemicals

Green tea (Camellia Sinensis) were purchased from local 
market and the solvents used were AR grade. Ethanol, 
methanol, chloroform, ethyl acetate and DMF were 
used of  LR grade.

Extraction of Polyphenols from Green Tea

The extraction of  polyphenols was done in three steps, 
viz., the sample for analysis were prepared following the 
conditions developed for optimized extraction of  tea 
polyphenols in the laboratory. 25 g of  coarse green tea 
was taken in round bottomed flask and 300 ml of  water 
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was added to it. The flask was kept for refluxing for 2 
hr at 80°C. After refluxing the contents were filtered 
and volume of  the extract was measured. The extracted 
filtrate was partitioned with chloroform (1:1,vol %) 
ratio to remove caffeine and related impurities. The 
aqueous phase was collected and the organic layer 
(chloroform layer) were discarded. Then the aqueous 
layer is extracted with ethyl acetate (1:1 ratio) and then 
the ethyl acetate layer was collected. Then ethyl acetate 
layer was evaporated by using rotary vacuum evaporator, 
to remove ethyl acetate. Then the concentrated filtrate 
was obtained and it was freeze dried. The crude sample 
of  polyphenol was obtained. Similar procedure was 
adopted for all the solvents.

Antibacterial and antifungal activities of green 
tea polyphenols

A fungus (Penicillium) and bacteria (Staphylococcus 
aureus) were inoculated into two different conical flasks 
Containing 50 ml of  SDA and NA (medium) using a 
flamed loop. Drops of  fungus/water culture was mixed 
with the warm, melted, autoclaved PDA and poured 
into separate plates under aseptic conditions. The plates 
were covered and allowed to cool. As soon as the agar 
was partly solidified, the plates were inverted and left 
few minutes. When cooled, 5 wells were made at the 
centre of  the plate. The wells were made by using a 
6 mm cork borer or puncher that was sterilized with 
alcohol and flame. Ethanol and methanol extracted 
samples were dissolved in a solvent at final concentration 
of  10mg/1mL was pipette into the different wells in a 
sterilized environment at different volumes (0.1-0.2-0.4-
0.6 ml) in plates, using a micro plates. Control wells were 
inoculated by Chloromphenicol and Ketakonizol for 
bacteria and fungi, respectively. The plates were labelled, 
covered, inverted and kept for incubation for about 48h. 
Zone of  inhibition was measured.

Anticorrosion property of green tea polyphenols

The anti-corrosion properties of  green tea polyphenols 
extracted using different solvents were investigated 
using weight loss measurements at room temperature. 
The mild steel specimen  of  the dimensions 2.5 cm × 
1 cm × 0.1 cm has been used and was polished using 
different grades of  emery papers, washed with double 
distilled water, dried and finally degreased with the 
acetone. In this method previously weighed coupon was 
completely immersed in 100 ml 1 M hydrochloric acid 
with and without green tea extracts in an open beaker. 
After an hour, the corrosion product was removed by 
washing each coupon using double distilled water. The 
washed coupon was rinsed in acetone and dried in the 

air before reweighing. From the average weight loss 
(mean of  three replicate analysis) results, the inhibition 
efficiency of  the inhibitor, and the corrosion rate of  
mild steel were calculated.

RESULTS AND DISCUSSION

TLC analysis of polyphenols

TLC profile of  the extracted polyphenols was carried 
out and it was observed that separation of  catechins 
on silica using the mobile phase ethylacetate:n-
butanol:formic acid:water(10:6:2:2 v/v/v/v) showed 
the presence of  two major bands with ethanol and 
methanol. The results of  TLC analysis of  catechin 
compounds on silica with the above mobile phase are 
presented in Figure 1. The presented results of  TLC 
analysis on silica gel was obtained after standardizing 
various mobile phases and the mobile phase comprising 
ethyl acetate:n-butanol:formic acid:water showed a 
higher sensitivity on development of  the plate with 
vanillin:suplhuric acid reagent. 
Two major spots were noted in all the samples; coloured 
green and orange with Rf value of  0.22 for the green 
spot and 0.90 for the orange spot for the water extract. 
The Rf values for ethanol and methanol extracts were 
also found to be 0.18 (green spot) and 0.91,0.85 (orange 
spot) respectively. More or less the Rf values for water, 
ethanol and methanol extracts were found to be same 
(Table 1), from this we can infer that the catechin 
fractions were separated on silica gel by the application 
of  the mobile phase.

Antibacterial and antifungal activities of ethanol 
and methanol extracted green tea polyphenols

The methanol and ethanolic extract of  polyphenols 
showed significant antibacterial activity and antifungal 
activity by agar gel diffusion method.[10] The methanolic 

Figure 1: TLC Chromatogram of Catechin fractions of Green 
Tea Polyphenols water, ethanol and methanol.
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extract showed marked antibacterial and antifungal 
activity against Staphylococcus aureus and Pencillium sps., 
respectively compared to other extracts. The antibacterial 
susceptibility of  the methanolic and ethanolic extract 
of  polyphenols seen in the Figure 2, 3 on Staphylococcus 
aureus indicate that even low concentrations of  the 
extract was effective. Figure 4, 5 shows the antifungal 
susceptibility of  the methanolic and ethanolic extract 
of  the polyphenols on Pencillium sps., There was no 
antibacterial or antifungal activity for both the extracts 
when the concentration was 0.1 mg. The zones of  

inhibition of  the extracts were distinct (Table 2) and 
comparable to the standard drug.
The maximum inhibitory concentration (MIC) for 
antibacterial and antifungal activity of  the methanol 
extract (0.4 ml) resulted in 26 mm and 15 mm respectively 
it was found to more or less similar to the inhibition 
levels of  the standard chloromphenicol drug (43 mm). 
The result of  the study showed that the solvent extracts 
of  polyphenols produced prominent zones of  inhibition 
against Staphylococcus aureus and Penicillium. This indicates 
the presence of  potent antibacterial activity antifungal 
activity, and confirms reports on its use as anti- infective. 
Although both the methanol and ethanol extract of  
polyphenols produced inhibitory actions against the test 
organisms, methanol extracts showed more inhibitory 
effects than the ethanol extract. This tends to show that 
the active constituents in the leaves were better extracted 
with methanol than the other solvents.

Anticorrosion properties of green tea polyphenol 
extracts

The corrosion inhibition of  green tea polyphenol 
extracted using water, 70% ethanol, 70% methanol and 

Table 1: Rf values of TLC Separated Polyphenols.

Type of extract Colour of the spot Rf value

Water
Green 0.22

Orange 0.90

Ethanol
Green 0.18

Orange 0.91

Methanol
Green 0.18

Orange 0.85

Figure 2: Antibacterial activity of Green Tea Polyphenols 
extracted with water.

Figure 3: Antibacterial activity of Green Tea Polyphenols 
extracted with Ethanol.

Figure 4: Antifungal activity of Green Tea Polyphenols  
extracted with Water.

Figure 5: Antifungal activity of Green Tea Polyphenols with 
Ethanol.
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Table 2: Antibacterial and antifungal activity of polyphenols.
Type of 
extract

Antibacterial activity Antifungal activity

Concentration of 
the extract (ml)

Zone of 
inhibition (mm)

Concentration of 
the extract (ml)

Zone of 
inhibition (mm)

Ethanol

0.1 17.0 0.1 -

0.2 18.0 0.2 17.0

0.3 21.0 0.3 18.0

0.4 32.0 0.4 20.0

Methanol

0.1 15.0 0.1 -

0.2 24.0 0.2 18.0

0.3 30.0 0.3 20.0

0.4 26.0 0.4 15.0

Figure 6: Plot of Inhibition efficiencies versus green tea  
polyphenols of different extracts on carbon steel in 1 M HCl.

dimethylformamide was investigated using weight loss 
measurements at room temperature on carbon steel in 
1 M HCl. The inhibition efficiencies were calculated 
and its corresponding plot is given in the Figure 6. 
On analysing the graph it was found that inhibition 
efficiencies of  green tea polyphenols extracted by all 
the solvents increases when its concentration increases.
[11] But a significant corrosion protection of  78.8 % 
was found for DMF extract at 80 ppm. This may be 
attributed to the solvent effect which plays a greater role 
in the extraction of  green tea polyphenols.

CONCLUSION 

The antibacterial and antifungal activity carried out 
in this study revealed that even lower concentration 
(0.1 mg) of  polyphenol extracted using ethanol and 
methanol were more effective against Staphylococcus aureus 
and Pencillium sps., It can be concluded that the green 
tea polyphenols not only possess antimicrobial property 
but also it have a strong efficiency towards corrosion 

on carbon steel in acid medium. Based on this study, it 
can be concluded that the extraction with ethanol and 
methanol are especially suitable for the antimicrobial 
and anticorrosion properties. 
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Abstract 

Nanotechnology and VLSI goes hand in hand. Modernization of electronics and communication systems has demanded for 
compactness of the devices with low power and high speed. Conventionally CMOS logic is preferred due to its low power 
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Model) technology. The proposed domino logic architectures come up with an average of 68% energy efficiency when 
compared with conventional CMOS circuit and its Domino logic predecessors. 

Keywords: Energy Efficient Domino Logic Design, Single Electron Transistor, Nanotechnology 

Received on 11 September 2020, accepted on 19 November 2020, published on 27 November 2020 

Copyright © 2020 B. AnishFathima et al., licensed to EAI. This is an open access article distributed under the terms of the Creative 
Commons Attribution license, which permits unlimited use, distribution and reproduction in any medium so long as the original work 
is properly cited. 

doi: 10.4108/eai.27-11-2020.167287

*Corresponding author. Email: anishfathimab@skceet.ac.in 

1. Introduction
Emerging fields such as Artificial Intelligence, Machine 
Learning, Deep Learning, and Data Science requires 
compact devices with energy efficient characteristics at all 
levels. This compactness in area and energy efficiency has 
been explored over the years by researches throughout the 
world. Conventional CMOS logic devices have been used 
extensively in all VLSI circuits for its low power dissipation 
capabilities. Many logic styles such as Pseudo NMOS 
Logic, Pass Transistor Logic, Dynamic Logic and Domino 
Logic are already in the process of CMOS Logic for few 
circuits. In the proposed work, Domino logic is explored 
with various enhancements and optimizations. Initially 
Domino logic with normal NMOS & PMOS transistors were 
analysed [5]. Later the key element in most Nanotechnology 
applications called Single Electron Transistor (SET) are 
used instead of NMOS transistors as a hybrid combination 
[1, 4] especially in the predominant parts of Domino Logic 

Style of design. This replacement has proved to be better in 
case of power, delay and area efficiency. This enhanced 
version of Domino logic style can be very helpful in 
applications which demand for compact circuits with good 
energy efficiency as well. 

The research paper is organised as follows: Section 2 
about an overview of SETs and their literature; Section 3 
gives an insight on exploring Domino logic style of 
designing circuits; Section 4 deals with the idea behind 
proposed method. Section 5 deals with the advantage of 
using SET also in keeper transistor. Section 6 deals result 
and further inferences from the result. Section 7 concludes 
the paper and discusses about the future scope and research 
possibilities. 

2. SETs- An Overview
Single Electron Transistors are more likely nano-crystals 
with nano-size diameter where the source and drain are 
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similar to normal MOSFETs except the channel which is 
replaced by a small dot like Tunnel Junction Diode. A 
vacuum or insulation layer is created by this Tunnel 
Junction Diode which gives the same gate capacitance (Cg) 
effect as that of normal MOSFET’s. The gate voltage Vg is 
used to control the change on the Gate-Dot capacitance (Cg). 
The equivalent circuit of a SET and its symbolic 
representations are given in Figure 1. In Set, a very thin 
nearly 1nm thickness vacuum is the insulator which 
separates two piece of metals namely source and drain. The 
discrete electronic configuration of SET permits only one 
electron inside the tunnel with specific criteria. SET’s are 
mainly explored for their faster performance than normal 
transmitters and can be widely explored in Single – electron 
memory and logic systems. But these sets can be 
implemented only for simple architectures. They suffer 
“offset charges” (i.e.,) the Vg (gate voltage) have to meet 
peak current which varies randomly from 1 device to other. 
This makes it highly impossible for complex circuits. Due to 
their unmatchable faster switching times, they can be 
implemented for denser & critical signal and image 
processing systems.  

Figure 1. Symbolic representation and equivalent 
circuit of SET 

SET research all started off with a hybrid SET-MOS 
architecture which was later converted to negative 
differential resistance architecture by shorting Gate and 
Drain terminals [1]. Another hybrid CMOS-SET circuit 
Monte Carlo Simulations were carried out to analyse its 
sustainability for CAD frameworks in designing IC’s [2]. In 
order to minimize the power utilization for embedded 
system design [3] was proposed which quite succeeded in 
fulfilling the need. The gate input voltage had to be much 
more than the power supply for the SET for decent 

switching properties was proposed in [4] which eventually 
failed as it was practically unrealizable for building circuits. 

3. Exploring Domino Logic Circuits

In order to overcome the occurrence of a hardware glitch 
because of dynamic logic, domino logic circuits were 
proposed. The general architectures of a domino logic stages 
is shown in Figure 2 and 3. 

Figure 2. General architecture of Domino Logic 

As seen in Figure 2, a Domino Logic contains a Pull 
Down Network(PDN) comprising only NMOS transistors. It 
contains a Precharge transistor and Evaluation transistor 
which works with every trigger of clock pulses. The 
architecture usually contains an inverter. Special 
enhancement to domino logic has introduced another 
transistor called keeper transistor. Figure 3 shows how 
number of Fan- in can affect the working of PDNs. 

Figure 3. Architecture of Domino Logic with inputs 

The inverter creates an output (with reference to Figure 2) as 
follows: .This domino logic is basically non-
inverting in nature because of a inverter at the exit part of 
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architecture. Domino logic works with clock values [12] in 
two phases.  
Phase I:  When clock ɸ = 0, it initiates the pre changing 
phase where Cx pre changes to Vx = VDD. 
Phase II: When clock ɸ = 1, it initiates the evaluation phase 
when the logic corresponding to the bank of nFETs are 
performed. Domino logic is always preferred in cascades. 
(i.e.,) output of 1st stage connected to input of next stage. 
But all stages are controlled by same clock signal ɸ.  

Domino logic researches are going on from early 1990’s. 
The various issues of domino logic circuits were discussed 
[5]. Later the variable threshold voltage keeper transistor 
was introduced to overcome the issues in noise margin 
[6].In this work, single electron transistors were used along 
with normal MOSFET’s to overcome the issues associated 
with high power dissipation and more propagation delay of 
domino logic. Certain researches tried to incorporated single 
electron transistor with dynamic logic [7,13] where sets are 
used as pseudo transistors with great advantage that it is 
consistent in voltage levels and can be used for realizing 
hybrid circuits. A technique similar to our proposed work 
was elucidated in [9] but that used Fin FET Technology and 
analysed better noise performance and improve power delay 
product.  

4. Proposed Domino Logic Architecture
with SET in Pull-Down Network

Various CMOS logic architectures such as Inverter, NAND, 
NOR, OR, AND, EX-OR circuits were analysed. Their 
power, delay and area were found to be good enough for 
sustaining in the current scenario. But for future Nano-scale 
devices and technologies, we are in need of more precise 
and compact devices (deep sub-micron devices) [14,15] and 
therefore VLSI architectures. In this view, we have proposed 
using domino logic as an alternative to basic circuits as 
mentioned above. There is a twist to this switch over. We 
not only use normal MOSFET’s, but also use SET’s (Single 
Electron Transistor) in the architecture. 

SET’s are used only in the pull-down network of domino 
structures. Normal MOSFET’s are used in the clock 
handling PMOS and NMOS part. This is because when 
clock is in pre-charge phase, the power dissipation will be 
higher than in the evaluation phase. To control power 
dissipation in pre-charge, MOSFET’s are used. The 
architectures include for analysis are BUF, NAND2, 
NAND4, NOR2, NOR4, NOR8, and NOR16. 

Even though SET’s are used for bringing down the power 
consumption and area utilized. This proposed method also 
encounters the delay variation problem like normal domino 
logic. In order to overcome this delay variation, the loop and 
keeper transistors are utilized.  

5. Keeper Transistor Modification Using
SET

5.1 Analysis of Delay Variation 

From [10], a small modification to our proposed method 
gave a good result even in the delay variations. Let us 
consider Figure 4 as a test circuitry for evaluation of delay 
variations. It is a well-known fact that there is always a 
trade-off between noise immunity and speed in domino 
logic circuit which basically rely on the keeper ratio (K) 
which is defined as the ration between saturation current of 
keeper transistor and overall pull down network. To 
overcome delay, K must be low than unity (preferably from 
0.1 to 0.5). For this we need the PMOS of output in inverter 
four times wider than its NMOS. 

Figure 4. Circuit for evaluation of delay variations 

In order to analyse delay variations, the above mentioned 
test circuit is treated with 200 runs of Monte Carlo 
simulations in 45nm CMOS spice tool. The Mean (µ), 
Standard Deviation (σ), Variability (σ/µ) are all noted for 
the delay. This test is done with load capacitance to kept at a 
minimum value by fixing the aspect ratio of inverter and 
PDN network as (W/L) inv is twice that of (W/L) PDN. Mkp is 
sized to achieve keeper ratio K=0.1 

5.2 Modifying Positive Feedback Loop to 
Reduce Delay Variations  

A better architecture to split the keeper transistor and hence 
decrease its transconductance effect while keeping the same 
strength is shown in Figure 5. 
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Figure 5. Split keeper transistors 

(i.e) as per the methodology used in [10], the original keeper 
transistor is split into two Mkp1 and Mkp2 whose aspect ratios 
are accordingly  

Where kpKeeper transistor; kp1 and kp2 splitted 
values; (L/W) inverse of Aspect Ratio to split kp equally, 
Wwidth of channel; LLength of channel 

To achieve this Wkp1 = Wkp2 = Wkpand Lkp1 + Lkp2 = 
Lkp is followed. Even though the transistors are split, the 
resistance value will be maintained as given below: 

Where RDynamic Resistance; µpmobility of PMOS; 
cox-oxide capacitance; VDDSupply voltage; Vtp-> 
threshold voltage of PMOS. 

In our proposed system, the two split keeper 
transistors are also replaced with Single Electron Transistor 
(SET’s).  This modification brings down delay variations as 
well as improves the overall working performance of the 
domino logic circuits, with almost 80% decrease in power 
consumption and 63% decrease in speed.  

6. Design Consideration, Simulation
Results and Inferences

In the proposed work, the simulations for all the 
architectures are carried with the following specifications. 

Pre-charge and Evaluation MOSFET Specification 
The aspect ratios of precharge and Evaluation transistors are 
considered with the specification 

(W/L) pre = 1 and (W/L) Eval = 1 

This can be achieved if 

W pre = W Eval = 45nm and L pre = L Eval = 45nm 

6.1 Pull Down Network SET Specification 

The aspect ratios of Pull Down Network transistors are 
considered with the specification 

(W/L)PDN => series of (W/L)SETS 

Which are having same aspect ratio as that of pre-charge and 
evaluation transistors but the channel insulation layer is very 
thin approximately 5 to 10nm. 

6.2 Keeper Transistor Specification 

As per the approach proposed in [10], for the reduced delay 
in domino logic, keeper transistor is split into two with 
following specification, 

Wkp1= Wkp2= 45nm 
Lkp1+Lkp2 = 45nm 

Lkp1= Lkp2 = 22.5nm 

With these design consideration, the result obtained is 
45nm CMOS Cadence SPICE tool with SET are discussed 
below. On an average of 10 buffer samples are considered 
for final values.  In order to show the difference, CMOS 
logic is also included in the discussion of Table1. 

Table 1 compares the Parameters considered for Area, 
Power, and Delay [11] constraints of a Buffer Architecture 
in CMOS logic, Traditional Domino with Keeper logic, and 
Domino with Split Keeper logic and proposed Domino with 
SET in PDN & Keeper logic (DSPK). 

Table 1. Circuit Analysed: Buffer 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 

CMOS 15 1.8 2.85 - 
Traditional Domino 

with Keeper  13 1.632 5.19 8.86 

Domino with Split 
Keeper 

14 1.412 5.08 3.21 

DSPK 13 1.210 2.88 3.05 

Table 2 compares the Parameters considered for Area, 
Power, Delay constraints of a 2 input NAND Architecture in 
all four logic styles.
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Table 2. Circuit Analysed: NAND2 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 
CMOS 20 7.5 8.15 - 

Traditional Domino 
with Keeper  18 6.99 10.53 10.34 

Domino with Split 
Keeper 19 6.56 10.02 7.45 

DSPK 18 6.33 7.94 7.00 

Table 3 compares the Parameters considered for Area, 
Power, Delay constraints of a 4 input NAND Architecture in 
all four logic styles. 

Table 3. Circuit Analysed: NAND4 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 
CMOS 33 17.3 18.15 - 

Traditional 
Domino with 

Keeper 
28 16.69 12.73 12.76 

Domino with Split 
Keeper 29 16.65 12.42 11.45 

DSPK 28 16.23 11.43 10.00 

Table 4 compares the Parameters considered for Area, 
Power, Delay constraints of a 2 input NOR Architecture in 
all four logic styles. 

Table 4. Circuit Analysed: NOR2 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 
CMOS 21 7.52 8.25 - 

Traditional 
Domino with 

Keeper 
19 6.97 10.89 10.50 

Domino with Split 
Keeper 18 6.46 10.70 7.39 

DSPK 19 6.32 7.86 6.89 

Table 5 compares the Parameters considered for Area, 
Power, Delay constraints of a 4 input NOR Architecture in 
all four logic styles. 

Table 5. Circuit Analysed: NOR4 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 
CMOS 33 17.23 18.25 - 

Traditional 
Domino with 

Keeper 
28 16.95 12.37 13.86 

Domino with Split 
Keeper 29 16.32 12.4 12.62 

DSPK 28 16.03 11.99 11.38 

Table 6 compares the Parameters considered for Area, 
Power, Delay constraints of an 8 input NOR Architecture in 
all four logic styles. 

Table 6. Circuit Analysed: NOR8 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 
CMOS 43 27.33 28.55 - 

Traditional 
Domino with 

Keeper 
38 26.00 22.73 23.86 

Domino with Split 
Keeper 39 24.58 21.09 22.62 

DSPK 37 24.00 21.20 11.00 

Table 7 compares the Parameters considered for Area, 
Power, Delay constraints of a 16-input NOR Architecture in 
all four logic styles. 

Table 7. Circuit Analysed: NOR16 

Logic Area 
(LUTS) 

Power 
(mW) 

Delay 
(ns) 

Delay 
Variation 

(%) 
CMOS 54 39.77 38.79 - 

Traditional 
Domino with 

Keeper 
47 36.25 32.45 28.55 

Domino with 
Split Keeper 48 33.20 31.30 23.21 

DSPK 47 32.69 31.35 12.50 

From the above tables [1 to 7], it is inferred that when 
these structures are simulated and analysed in SPICE 
platforms like Cadence, the proposed system gives on an 
average an improvement of 80% improvement in power 
consumed and 63% improvement in speed. Thus 68% 
energy efficiency is obtained from the proposed architecture. 
This is achieved because of the effective usage of SETs in 
both PDN and Keeper transistors of Domino architectures. 
Also the delay variations are comparatively lesser than the 
conventional architectures of Domino logic. Moreover, the 
area utilized is also less making it prominent for Compact 
size applications especially Nano-electronics and other Nano 
applications. 

7. Conclusion

The replacement of static CMOS logic in VLSI was never 
easier. Few steps have shown significant improvements in 
other logic styles as well but restricted to their applications. 
In this work also, the proposed hybrid architecture works 
with wonderful performance if used only for fundamental 
circuits. The effective replacement of MOSFET’s with 
SET’s both in pull down network and in keeper transistor 
have worked really well for improving power and delay 
variability performance in domino logic style. This will have 
its drawbacks for complex circuits as SET’s will degrade 
noise immunity of domino. Hence, it is best suited for 
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Network and Keeper Topology 
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simple basic gates which can find great application in Nano 
Technology like Nano electronics, Nano robotics. The future 
work of this paper will try to bring in SET’s even more 
effectively into domino logic style. To conclude, this 
proposed work has brought 80% of power enhancement and 
63% of delay improvement when compared with its 
predecessors. 

Further this work can be continued by applying optimized 
aspect ratio values to SETs in PDN and keeper topology as a 
future work. 
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A B S T R A C T  

 

In this research article, an Ultra-low-power 1-bit SRAM cell is introduced using Tunneling Field Effect 
Transistor (TFET). This paper investigates feasible 6T SRAM configurations on improved N-type and 
P-type TFETs integrated on both InAs (Homojunction) and GaSb-InAs (Heterojunction) platforms. The 
voltage transfer characteristics and basic parameters of both Homo and Heterojunctions are examined 
and compared. The proposed TFET based SRAM enhances the stability in the hold, read, and write 
operations. This work evaluates the potential of TFET which can replace MOSFET due to the improved 
performance with low-power consumption, high speed, low sub-threshold slope, and supply voltage 
(VDD = 0.2 V). The results are correlated with CMOS 32nm technology. The proposed SRAM TFET 
cell is implemented using 30nm technology and simulated using an H-SPICE simulator with the help of 
Verilog-A models. The proposed SRAM TFET cell architecture achieves low power dissipation and 
attains high performance as compared to the CMOS and FINFET. 

doi: 10.5829/ije.2020.33.11b.13 

 
 

NOMENCLATURE 
Cd Depletion layer capacitance Q Elementary charge 
Cox Gate oxide capacitance Const Device dimensions and materials parameter 
T Temperature Vgs Gate source voltage 
k Boltzmann constant                    

 
1. INTRODUCTION1 
 
In the present scenario, several researchers are working 
towards reducing the size of the transistors to make 
miniature Integrated Chip (IC) [1]. The silicon CMOS 
technology has become an effective fabrication process 
for high performance and lucrative VLSI circuits. Most of 
the VLSI industries are using CMOS, which is having a 
high sub-threshold slope and high-off current at room 
temperature [5]. Due to this factor, the leakage current 
and heat of the system is also increased [7]. In SRAM cell, 
thick gate oxide present in the long channel device is used 
to reduce the leakage current. OFDM transceiver IC is 
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used to provide high-speed data transmission in wideband 
wireless communication [8]. TFET is a forthcoming 
transistor that is studied extensively on the way towards 
power-efficient integrated circuits as a replacement of 
CMOS in the supply voltage regime below VDD = 0.3 V 
[3-5]. 

In this work, the TFET characteristics are briefly 
explained and TFET based SRAM cell is designed with 
two different types: Homojunction and Heterojunction 
[9-12]. These results are compared with the 32 nm 
CMOS SRAM design. The sub-threshold slope, power 
and supply voltages are reduced. The switching speed of 
the system can also be increased by using TFETs [10]. 
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This paper methodized the Tunneling Field Effect 

Transistor in Section 2. Homojunction and 

Heterojunction TFETs are presented in Section 3. Section 

4 portrays the  proposed TFET based SRAM design. The 

results of SRAM design are discussed in Section 5. The 

article concluded in Section 6. 
 
 

2. TUNNELING FIELD EFFECT TRANSISTOR  
 

For achieving low energy electrons, a new type of 
transistor TFET is proposed, which is used in the family 
of Field Effect Transistor (FET) under the division of 
MOSFET [2]. The MOSFET is working based on the 
thermionic emission principle but TFET operates based 
on the quantum tunneling mechanism, because of this 
sub-threshold slope of TFET is less than 60mV/dec at 
room temperature [6]. 
 
2. 1. Structure and Operation of TFET           The 
TFET structure is analogous to the MOS transistor 
excluding the source and drain terminals shown in Figure 
1. In TFET, the source terminal is doped with a p-type 
material and the drain terminal is doped with an n-type 
material. The TFET structure also named as P-I-N (P-
type source terminal, intrinsic region, and N-type drain 
terminal) structure [3]. 

The tunneling process occurs at the sufficient gate 
bias where the electron moves from the lower band of the 
p-type source terminal to the upper band of drain terminal 
[5]. If the gate bias is reduced, the current cannot flow a 
long time because of band misalignment [13-14]. When 
the transistor attains off condition it is in the same mode 
and there are no electrons will move from p-type to n-
type terminal [15-17]. 

The NTFET Tunneling process is shown in Figure 2. 
The operation of NTFET is the same as the operation of 
PTFET but the difference attains only the majority 
 
 

 
Figure 1. Basic Structure of TFET 

 
 

 
Figure 2. NTFET Tunneling Process 

carriers. In NTFET, the majority carriers are electrons 
and holes are the majority carriers in PTFET. The gate 
voltage is a negative voltage for PTFET, it is same as the 
MOSFET but there is no body bias in TFET [11]. In the 
N-channel case, the Fermi level is very close to the 
valence band edge due to high density of states for holes. 
In the P-channel, the Fermi level degeneracy is quite high 
due to low density of states for electrons. This causes a 
high energy tail, which limits the sub-threshold slope and 
gives rise to a strong temperature dependence similar to 
that of a MOSFET [23]. 
  
2. 2. Sub-threshold Swing         The sub-threshold 
swing is the reciprocal value of the sub-threshold slope. 
The sub-threshold slope is a slope of logarithmic drain 
current and gate voltage characteristic of MOSFET. The 
sub-threshold swing of MOSFET is given below: 

SSMOSFET = ln(10) (
𝑘𝑇

𝑞
) (1 +

𝐶𝑑

𝐶𝑜𝑥
) [mV/dec] (1) 

Based on Equation (1), the leakage current of the 
conventional device lies in the sub-threshold region. The 
above equation is used only for MOSFET. For 
calculating the sub-threshold swing of TFET, another 
equation is used as the mechanism depends on the 
tunneling barrier width [4] which is given by: 

SSTFET =  
𝑉𝑔𝑠

2

5.75(𝑉𝑔𝑠+𝐶𝑜𝑛𝑠𝑡)
   [mV/dec] (2) 

If the sub-threshold swing of a device is small, then the 
leakage current, power dissipation and the threshold 
voltage of a device will also occur quite low [18]. Field 
Programmable Gate Array (FPGA) provides more 
flexible, accurate in simulating, testing and gives end to 
end solutions for reprogramming the proposed designs in 
the hardware [19]. 
 
 
3. HOMOJUNCTION AND HETEROJUNCTION 
TUNNEL FIELD EFFECT TRANSISTORS  
 
The sub-threshold slope, power consumption and delay 
of the TFET are reduced based on the band-gap of the 
materials which is used for TFET fabrication. TFET is 
divided into two categories based on semiconducting 
materials.  
 
3. 1. InAs Homojunction         A Homojunction is a 
semiconductor material that has equal band gaps in 
between two layers of similar semiconductors with 
different doping concentrations. InAs is used for high 
electron mobility and it is a direct band-gap material [12]. 
The values of basic parameters for InAs are energy 
gap=0.354 eV, Intrinsic carrier concentration=1.1015 
cm-3, Intrinsic resistivity=0.16 Ω.cm, Effective 
conduction band density of states =8.7x1016 cm-3, 
Effective valence band density of states=6.6x1018 cm-3. 
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3. 2. GaSb-InAs Heterojunction         A Heterojunction 
is a semiconductor material which is having unequal 
band gaps in between two layers of dissimilar 
semiconductors. The energy band diagram of 
Heterojunction types is shown in Figure 3. It works at 
high frequency and also used in High Electron Mobility 
Transistors (HEMT). TFET operates at minimum voltage 
when the band gaps of crystalline semiconductors are 
unequal [20]. The Heterojunction semiconductor 
alignment is divided into three types. Those are a 
Straddling gap, Staggered gap and Broken gap [12]. 

In this paper, the two types of TFETs, Homojunction 
and Heterojunction are simulated.  these two TFETs are 
compared with its basic parameters  based on the results. 
When it is in contact, GaSb and InAs have non-
overlapping band-gap, which forms more interesting 
phenomena in heterostructure from those materials. In an 
intrinsic heterostructure, the carriers are generated by the 
migration of charges from GaSb to InAs layers. Here the 
sheet densities of mobile electrons and holes are the same 
[11].  

For a large number of experiments, it is useful to 
control the electron-hole ratio. In the broken band-gap 
arrangement of GaSb-InAs heterostructure, InAs 
conduction band occurs lower in energy than the GaSb 
valence band, it causes charge. Mobilization from the 
GaSb to the InAs layers [21]. Due to this arrangement, 
intrinsic populations of mobile electrons and holes are 
generated in the absence of doping. For thin InAs wells, 
quantization of the confinement energy becomes 
significant at low temperature, leading to quasi-two-
dimensional behavior as the carrier wave functions are 
restricted in growth to the direction for a number of states 
corresponding to discrete sub-band energies [22]. 
 
 
4. PROPOSED TUNNEL FIELD EFFECT TRANSISTOR 
BASED STATIC RANDOM-ACCESS MEMORY DESIGN  
 
Static Random-Access Memory (SRAM) is a volatile 
semiconducting memory, which is used to store on 
condition without periodic data as long as the power 
supply is refreshed. SRAM is a high-speed memory cell 
in the RAM family. The 6T TFET SRAM circuit is 
shown in Figure 4. 
 
4. 1. SRAM Cell Operation          The SRAM cell 
contains six TFET transistors which are X1, X2, X3, X4,  
 
 

 
Figure 3. Heterojunction Types 

 
Figure 4. 6T TFET SRAM Circuit 

 
 
X5, and X6. Here two TFET inverters (X1, X2, X3 and 
X4) are cross-coupled. During read and write operations 
the access is controlled by two additional TFET 
transistors X5 and  X6. Because of this architecture, the 
supply voltage of a cell is less than 0.25 V, the power 
dissipation is also very low and it has high noise 
immunity. There are three stages present in SRAM 
named as read, write and hold mode operations. The 
working of these stages is given below. 
 
4. 1. 1. Hold         For the hold operation the word line 
should be 0 (WL = 0). So, the access transistors X5 and 
X6 are not able to connect with the bit lines because of 
this SRAM keeps the present data in the cross-coupled 
inverters (X1, X2, X3, and X4) as long as the supply 
voltage is ON. 
 
4. 1. 2. Reading       To read the data from SRAM cell 
Word Line (WL) is always in the ON condition and both 
the bit lines should be recharged. The sense amplifier is 
used to sense the data from the SRAM cell. The output of 
the SRAM cell is given as input of sense amplifier. The 
Q and  𝑄  are the inputs of sense amplifier, if Q <   𝑄  then 
the output of sense amplifier is 0, and if Q >  𝑄  then the 
output is 1.   
 
4. 1. 3. Writing        To write a 1 into the SRAM cell, 
first WL  and BL (Bit Line) should be 1 and 𝐵𝐿̅̅̅̅  should 
be 0. If 0 is written to the SRAM cell, then the value of 
BL should be inverted.  
 
 
5. RESULTS AND DISCUSSION 
 
5. 1. SRAM Write Operation by using TFET         In 
Homojunction TFET when the word line is ON (WL=1), 
the SRAM circuit allows the external input inside the cell 
to store the data. If WL=0, then SRAM circuit keeps the 
previous data which is shown in Figure 5. The power of 
the Homojunction SRAM is 17.8 nW. 

In Heterojunction TFET, when the word line is ON 
(WL=1), the SRAM circuit allows the external input, 
inside to store the data. If WL=0, then the GaSb-InAs 
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SRAM circuit keeps the previous data which is shown in 
Figure 6. The power of the Heterojunction SRAM is 
0.38nW. 

 
5. 2. SRAM Read Operation by using TFET  In 6T 
TFET SRAM Read Operation, the sense amplifier is 
connected to read the stored data from SRAM cell. For 
read operation, the word line should be 0 (WL=0). The 
output of the Homojunction TFET SRAM read operation 
result is shown in Figure 7. The power of the 
Homojunction SRAM cell is 208.2 nW. 

For a read operation, the word line should be 0 
(WL=0). The output of the Hetrojunction TFET SRAM 
read operation result is shown in Figure 8. The power of 
Heterojunction SRAM cell is 1.87 nW. 
 
 

 
Figure 5. Homojunction 6T SRAM write operation result 

 
 

 
Figure 6. Heterojunction 6T SRAM write operation result 

 

 
Figure 7. Homojunction TFET SRAM read operation result 
 
 

 
Figure 8. Heterojunction TFET SRAM read operation result 

 
 
 
5. 3. Heterojunction vs Homojunction       The sub-
threshold slope of the device is very low if we use 
Heterojunction GaSb-InAs TFET. Heterojunction TFET 
has a small band-gap, when compared to the 
Homojunction TFET. Due to the small band-gap the 
charge carriers can move easily which enhances the 
speed of the transistor. Hence GaSb-InAs Heterojunction 
TFET is best for device fabrication because the power 
consumption and the propagation delay are very low is 
given in Table 1. 
 
 
 
TABLE 1. Performance Comparison of Homojunction Vs 
Heterojunction 

Circuit Homo junction Hetrojunction 

 Power 
(nW) 

tpLH 
(ns) 

tpHL 
(ns) 

Power 
(nW) 

tpLH 
(ns) 

tpHL 
(ns) 

SRAM 
Write 17.8 10.1 15.1 0.38 10.1 9.9 

SRAM 
Read 208.2 9.9 0.18 1.87 0.0007 0.0128 

 



N. Arunkumar et al. / IJE TRANSACTIONS B: Applications Vol. 33, No. 11, (November 2020)   2215-2221                             2219 

 

5. 4. SRAM Operation Using 32nm Technology   
 
5. 4. 1. Write Operation          In the CMOS 32 nm 
SRAM write operation circuit, when the word line is ON 
(WL=1), the SRAM circuit allows the external input, to 
store the data. If WL=0, then the SRAM circuit keeps the 
previous data which is shown in Figure 9. The power of 
the 32nm CMOS SRAM is 0.704 nW. 
 
5. 4. 2. Read Operation          The CMOS 32nm SRAM 
read operation is done by using a sense amplifier which 
is used for reading the stored data from the memory 
device. For read operation the word line should be 0 
(WL=0). Then, the output of the SRAM cell is connected 
as an input to the sense amplifier. The power of 32nm 
CMOS SRAM cell is 14.1 nW. Q and  𝑄are the inputs of 
a sense amplifier and also the output of the SRAM cell. 
After writing the data into SRAM memory cell, the 
reading operation will take place. The simulation result 
of CMOS SRAM read operation is shown in Figure 10. 
 
5. 4. 3. CMOS Vs TFET       The heterojunction TFET 
SRAM and CMOS SRAM parameters are compared 
because it has already proved that Heterojunction is 
better than Homojunction. From Table 2, it is concluded 
that the TFET is better than the CMOS by comparing the 
parameters like power and propagation delay. 

After comparison of CMOS, TFET and FINFET 
Technologies in Table 3, it is concluded that TFET is 
better than CMOS and FINFET. TFET gives very low 
sub-threshold swing at room temperature compared with 
CMOS and FINFET. TFET transistor shows higher 
performance than FINFET-based logic due to its lower 
parasitic capacitance. In addition, the leakage power of 
TFET is also reduced compared to FINFET and CMOS. 
Hence, TFET operates on high speed with low power, 
and low supply voltage. 
 
 

 
Figure 9. 6T CMOS SRAM write operation result 

 
Figure 10. CMOS SRAM read operation result 

 
 
 

TABLE 2. Performance Comparison of CMOS Vs TFET 

Circuit CMOS TFET (Hetrojunction) 

 Power 
(nW) 

tpLH 
(ns) 

tpHL 
(ns) 

Power 
(nW) 

tpLH 
(ns) 

tpHL 
(ns) 

SRAM 
Write 0.704 10.2 10 0.38 10.1 9.9 

SRAM 
Read 14.1 

0.0009
5 

0.0024 1.87 0.0007 0.0128 

 
 
 
TABLE 3. Basic parameters values for CMOS, TFET and FINFET 

Parameters CMOS TFET FINFET 

Channel Length 32 nm 30nm 22nm 

Supply Voltage 1.8V 0.25V 0.9V 

Threshold 
Voltage 0.53V 0.05V 0.36 

Sub-threshold 
Slope 60mV/dec 17mV/dec >70mV/dec 

Leakage Power 1.74pW 0.39pW 0.98pW 

ION (uA/um) 
HVT LVT 

400  850 
90 380 

 
 
6. CONCLUSIONS 
 
In this paper Heterojunction and Homojunction 6T 
SRAM cell is designed and simulated using TFET and it 
is observed that the Heterojunction SRAM cell performs 
better than the Homojunction in terms of speed and 
power consumption. Also, the performance of 30 nm 
TFET is compared with the 32 nm CMOS technology 
based on the various parameters such as channel length, 
supply voltage, threshold voltage, power and sub-
threshold slope. Hence the proposed 6T-TFET SRAM 
offers better results than 6T-CMOS SRAM. 
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Persian Abstract 
 چکیده 

  مقاله   نیا  در .  است  شده  یمعرف  Tunneling Field Effect (TFET)  ر یثتا  ستوری ترانز  از  استفاده  با  مصرف  کم  اریبس  SRAM  یت یب  1  سلول  کی  ،  ی قاتی تحق  مقاله   نیا  در

  GaSb-InAs (Heterojunction)  و(  یسازگار  هم) InAs  عامل  ستمیس  دو  هر  در  شده   کپارچهی  نوع  از   P  و  N  نوع  یها  TFET  در  ریپذ  امکان  6T SRAM  یها  یکربندیپ

  نگه   ات یعمل  در  ی داریپا  TFET  بر   یمبتن  SRAM.  شوند  ی م  سهیمقا  و   یبررس   هتروژن  توابع  و  همو  دو   هر  ی اساس  یپارامترها  و  ولتاژ   انتقال   مشخصات .  است  شده  یبررس

 ریز  بیش  ،  ادیز  سرعت  ،  یانرژ  کم  مصرف  با  عملکرد  بهبود  لیدل  به  تواند  یم  که  کند  یم  یابیارز  را  TFET  لیپتانس  کار  نیا.  دهد  یم  شیافزا  را  نوشتن  و  خواندن  ،  داشتن

  استفاده   با  SRAM TFET  یشنهادیپ  سلول.  است  ارتباط  در  CMOS 32nm  یفناور  با  جینتا .  شود  MOSFET  نی گزیجا(  ولت  VDD = 0.2)  هیتغذ ولتاژ  و  کم  آستانه

  SRAM TFET  یشنهادیپ   سلول  یمعمار.  است  شده  یساز  هیشب   Verilog-A  یمدلها  کمک  با  H-SPICE  ساز  هیشب   از  استفاده  با   و  شده  ی ساز  ادهیپ   30nm  ی فناور  از

 .شود یم FINFET  و CMOS با سهیمقا در بالاتر  ار یبس عملکرد و کم ی انرژ اتلاف باعث
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Abstract— One of the latest biometric modality used for person identification is hand vein biometric. The security is an important 
issue in many sectors like forensic and military applications in recent times. In this paper, we have utilized palm vein and dorsal vein 
biometric modalities for person identification. Initially the palm vein and dorsal vein images are captured using NIR Cameras. To 
enrich the palm and dorsal vein patterns of the captured palm and dorsal vein images, it is further moved for preprocessing. The 
Contrast Limited Adaptive Histogram Equalization (CLAHE) technique is used for preprocessing. From the preprocessed vein 
images, the Region of Interest (RoI) is separated. After that, the features are extracted from the preprocessed images. With the help of 
preprocessed palm and dorsal vein images, the features are separated using   HOG (Histograms of Oriented Gradients) feature 
extraction. The edge direction is achieved by Gradient and Orientation of the edges. These extracted features are fused at feature 
level with simple sum rule. Then these features are stored in the database for further process. Classification is done with the aid of 
Support Vector Machine (SVM) classifier. The experimental results show that the proposed multimodal biometric system provides 
better recognition rate when compared to unimodal system. Finally, the proposed system provides the Equal Error Rate as 0.285% 
and accuracy of 95.5%.his document gives formatting instructions for authors preparing papers for publication in the Proceedings of 
an IEEE conference.  The authors must follow the instructions given in the document for the papers to be published.  You can use this 
document as both an instruction set and as a template into which you can type your own text. 
 
Keywords— Biometrics, Equal Error Rate, Hand vein images, Multimodal System, Region of Interest, Support Vector Machine 
Classifier  

I. INTRODUCTION 

In Recent days, biometrics plays an important role in Personal identification. It is applied to various 
applications like E-Commerce, Access control and Criminal identification etc. Basically, Biometrics is the 
statistical measurement of human physiological or behavioral modalities. Biometric techniques for 
personal authentication provides better result compared to conventional methods,  because conventional 
methods such as passwords, keys and PIN numbers based systems  have difficulties in terms of theft, loss, 
and reliance on the user‘s memory.  The hand vein biometrics provides better recognition accuracy over 
other state-of-the-art techniques. Analyzing all the available biometric traits, our proposed hand vein trait 
has many benefits like: (i) universality and uniqueness, (ii) non-invasive and the type of acquisition used is 
contact less and (iii) although the vein is underneath the skin; so, it is very difficult to falsify. Our 
proposed vein based recognition technology, promotes the new emerging trends in biometrics [1-4].  
Unimodal and multimodal biometric systems are the broad classification of biometric systems. The 
unimodal biometric system uses single biometric modality and it suffers from several problems such as 
lack of distinctiveness, noisy data, low recognition accuracy and spoof attacks. These problems are 
resolved by means of multimodal biometric system, which uses more than one biometric modality for 
authenticating the person. We can blend one or more biometric modalities with the help of different level 
of fusion in multimodal biometric system. The different fusion levels used in biometric systems are sensor 
level, feature level and score level and decision level. In this paper, we have used palm and dorsal vein 
images for person authentication. Here, the feature level fusion is adapted for combining dorsal and palm 
vein features. 

II. RELATED WORKS 

Nabil Hezil et al [5] investigated the fusion of two biometric traits such as ear and palm print at feature 
level. In the paper, they have derived the local discriminant features from images using the Local texture 
descriptors such as weber local descriptor and local binary pattern. The statistical features are extracted 
and fused at feature level improve the recognition rates compared with that produced by single-modal 
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biometrics. Mohamed Cheniti et al [6] proposed a new framework for score level fusion based on S- sums 
for combining the biometric modalities. Sumit Shekhar et al [7]  described about the representation of test 
data in a sparse linear combination and it is known as sparse representation method. Kernelize the 
algorithm to handle nonlinearity in data are illustrated. Gurjit Singh Walia et al [8] in the paper described 
about the optimal score level fusion multimodal biometric system. Backtracking Search Optimization 
Algorithm (BSA) is adopted for the performance of specific classifier. MaXin and JingXiaojun [9] 
presented an idea for the fusion of feature level multimodal biometric system with the help of multiset 
generalized canonical discriminant projection (MGCDP. They also presented MGCDP (S-MGCDP) and 
parallel MGCDP (P-MGCDP) strategies for fusion. D.Jagadiswary and D.Saraswady [10] figures out the 
usage of feature extraction (using fingerprint, retina and finger vein) and key generation (using RSA) in 
the development of enhanced multimodal authentication system . ChenYarui et al [11] in the paper, 
implemented the block based feature-image matrix for face and fingerprint images to design the 
multimodal fusion framework. They also created Variational Bayesian Extreme Learning Machine 
(VBELM) recognition algorithm was created. Libing Wu et al [12] proposed and implemented LVID, a 
multimodal biometrics authentication system on smartphones which takes the merits of vice and lip. 

III.   PROPOSED WORK  

Fig. 1 gives the overview of our proposed biometric system that helps in attest the persons. 

 

 
Fig. 1  Block diagram of proposed system 

 

A. Image Acquisition and Preprocessing  

Before entering into the further processing steps, we are utilizing one of the best pre-processing method 
known as Image enhancement for better image quality. Basically the images are obtained with the help of 
NIR cameras. These images are low quality in nature because of poor lighting condition. Hence, the palm 
and dorsal vein images are pre-processed using image enhancement technique. Moreover the proposed 
system focus on the vessel line features, it‘s essential to pre-process the image before matching. The vein 
line patterns are enhanced by using the contrast limited adaptive histogram equalization technique. After 
pre-processing, the Region of Interest (RoI) is extracted from the image by adapting the RoI extraction 
method [14]. In spite of applying the algorithm throughout the entire image to enrich the contrast, we can 
use the CLAHE (Contrast limited adaptive histogram equalization) an adaptive contrast histogram 
equalization method [13] on small regions of the images to improvise the contrast. 
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B. Feature Extraction  

In our proposed system we have implemented one of the generally used descriptor Histogram of 
Oriented Gradients (HOG), which is commonly used for facial detection and object recognition. Under 
different conditions also, it provides high performance. By means of representing the target shape, we can 
fetch the necessary information from the target edges in the local regions with the support of HOG 
descriptor. Within the image, characterization of the orientation (θ) and magnitude (m) values of the pixels 

are calculated by the HOG method. Particularly this method is used in our system, to describe the image as 
a group of local histograms. The following are the steps used for calculating HOG feature descriptor. HOG 
descriptor gives a detailed description about the structure or the shape of an image along with edge 
direction. The edge direction can be detected by deriving the gradient and orientation of the edges. 
Although the gradients and orientations are measured in each and every part of the image in a way that the 
full image is segmented into smaller regions and in the ‗localized‘ portions the orientations are also 

calculated. Individually the histograms are created for each and every region with the help of HOG where 
the histogram is evolved from the pixel values that contains the gradients and orientations. 

 
Step1: For each pixel, calculate the Vertical and Horizontal gradient. 
                     HX = [−1 0 1] 
                     HY = [−1 0 1]

 T  
Step2: Implementing multidimensional filtering using Convolution.  
Step3: To define the values of  magnitude and gradient  by using equation (1, 2). 
 

               
22)( yx gradegrademMagnitude                                                                                 (1) 
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   The obtained Histogram of Orientation gradients (HOG) is used to calculate the various distant metrics 
that is used to extract some useful information. 

C. Feature Level Fusion 

  Feature level fusion combines the feature obtained from different biometric modality. With the derived 
features we can figure out a feature vector. We can develop a single feature vector from different 
biometric modality with the help of simple sum rule, if the features obtained from different biometric 
modalities are well suitable. 

D. Matching and Classification 

       The database contains the images with the features and compares the derived features with a well-
known search process referred as ‘Feature matching‘. A new way is adopted to find the similarities 

between the vectors with the help of various distance measures such as Euclidean, City Block and 
Hamming distance .The distance between the test and stored feature vector in database are small, and then 
the test and trained images are considered as same. The different distance measures expressions are given 
in the equation (3-5). 

 
1. Euclidean Distance 
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2. City Block Distance  
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3. Hamming Distance  
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 A well-recognized supervised learning approach for both classification and regression is adopted 
and is referred as SVM(Support Vector Machine).To classify the features, we have to obtain the hyper 
plane in N dimensional space and this is the main objective of SVM classifier. Here, the SVM is used to 
classify the palm and dorsal vein features. SVM with Radial Basis Function (RBF) is used. 

IV. RESULTS AND DISCUSSION 

For our experimental analysis, we have used the dorsal and palm images taken from standard database. Fig. 2(a) 
to 2(f) gives the results of our proposed multimodal biometric system. 

 

  

(a) Input Palm vein image (b) Input dorsal vein image 

  

(c) Enhanced palm vein (d) Enhanced Dorsal vein 

  

(e) RoI extraction of palm vein (f) RoI extraction of dorsal vein 
 

Fig.2 Input, Pre-Processed and RoI extracted Palm and Dorsal vein images 

We have employed three metrics that shows that our proposed system works better and is very efficient. 
The metrics are: 

False Acceptance rate (FAR): FAR is one which gives the ratio of improper matching of input pattern 
to the nonmatching pattern that is available in database. It also gives the percentage of irrational inputs that 
are falsely accepted. 

False rejection rate (FRR): FRR metric gives the possibilities of finding a match between the input 
and matching pattern in the database. It also describes about the incorrectly rejected valid inputs. 

Equal error rate (EER):  EER is a performance benchmark where both the FAR and FRR are equal. 
Along with the support of Receiver Operating Curve(ROC), we can easily detect the value of EER. Table 
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1 shows the performance metrics of palm vein images. Table 2 shows the performance metrics of dorsal 
vein images. Table 3 gives an overview about the performance metrics of our proposed biometric system. 

 

TABLE I. PERFORMANCE METRICS OF PALM VEIN IMAGE 

S.No Metrics  No of 
images FAR FRR 

1 
Euclidean 
Distance 

100 0.1555 0.844 

2 
City Block 
Distance 

100 0.066 0.933 

3 
Hamming 
Distance 

100 0.111 0.888 

 

TABLE II. PERFORMANCE METRICS OF DORSAL VEIN IMAGE 

S.No Metrics No of 
images FAR FRR 

1 
Euclidean 
Distance 

100 0.56 0.85 

2 
City Block 
Distance 

100 0.58 0.88 

3 
Hamming 
Distance 

100 0.45 0.65 

 

TABLE III. PERFORMANCE METRICS OF DORSAL VEIN AND PALM VEIN FUSED IMAGE 

S.No Metrics No of 
images FAR FRR 

1 
Euclidean 
Distance 

100 0.12 0.75 

2 
City Block 
Distance 

100 0.22 0.75 

3 
Hamming 
Distance 

100 0.016 0.083 

 
 

    We have also calculated accuracy of the biometric system with palm vein, dorsal vein and fused palm 
and dorsal vein images. The figure 3 shows the efficiency of the proposed system. 
 

 

            Fig.3 Accuracy of Proposed system 
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V. CONCLUSIONS 

In this paper we have proposed a novel multimodal vein recognition system for human authentication 
since the vein image is unique to every individual. Here, the low quality captured palm and dorsal vein 
images are preprocessed using CLAHE and then Region of interest (RoI) is extracted. The line 
characteristics are extracted using Histograms of Oriented Gradients (HoG) from both the vein images. 
The feature level fusion strategy was employed to combine the vein features of both the vein images. We 
have adapted various distance metrics such as Euclidean distance, City Block distance and Hamming 
distance to find the similarity between the features. In addition to this, we have used a well-known 
classifier SVM for classification. Finally the proposed system provides better recognition rate in terms of 
EER= 0.285 % and Accuracy= 95.5%. In future we have to implement the VLSI architecture for the 
proposed multimodal biometric system and also the template security algorithm has to be designed to 
protect the database features. 
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Abstract
In the domain of wireless communication systems, Error Control Coding (ECC) schemes are one of the widely relied upon or 
responsible methodology for securing the integrity and authenticity of the data transmission process. In the last decade, due 
to the advent of modern communication standards and their wide range of services, there has been a resurgence of interest 
and support in the research community towards the conception of efficient and versatile ECC techniques. Recent develop-
ments in the wireless communication based technologies have witnessed the pliable nature of low-density parity-check 
(LDPC) codes and their contributions which cannot be overstated. As of now, the decoding schemes based on LDPC codes 
have emerged as one of the most promising and effective coding scheme for addressing several key problems of reliable data 
communication. In this article, comprehensive overview on the current state-of-the art LDPC decoding algorithms and their 
applications are provided. In addition, a thorough investigation and comparison is carried out on various LDPC decoding 
algorithms based on their performance, similarities, scalability, numerical stability and feasibility for hardware realization. 
Finally, at the end of this review, views on the open research problems, challenges and the scope for future prospects are 
forecasted through discussions.

1  Introduction

1.1 � Background

Error Control Coding (ECC) is one of the most widely pre-
ferred methodology adopted by various communication and 
memory systems to minimize the likelihood of errors [1]. 
In general, many wireless communication based applica-
tions strives to provide seamless high quality service to its 
users by employing cost effective and much less computa-
tionally intensive methods [2, 3]. In today’s digital era, it 
is not practically possible for a particular class of coding 
scheme to facilitate error free transmission of data due to 
the challenges and vulnerabilities which are preponderantly 
associated with the communication channels [4]. In litera-
ture, several techniques have been investigated towards the 
design and development of promising coding schemes which 
can lower the data transmission and reading errors [5, 6]. 

Among various coding schemes, Low-Density Parity-Check 
(LDPC) codes are a special class of linear block codes which 
has become popular in recent years due to its versatile error 
correcting characteristics [7]. Originally, LDPC discovered 
by Gallager [8] was initially brought in as a generalized ver-
sion for various applications by Mackay and his research 
team in [9, 10]. Since their reminiscence, LDPC codes are 
gaining traction as a popular choice of coding scheme in 
various wireless application areas [11]. Basically, accord-
ing to their error correcting mechanisms, decoding algo-
rithms for LDPC codes can be categorized into two main 
classes, i.e., soft-decision [12] and hard-decision [13] based 
approaches. Figure 1 illustrates the general taxonomy of 
decoding approaches available for LDPC codes.

In some of the recent noteworthy developments, the 
LDPC based decoding schemes are more often deployed as 
a viable error correcting solution for facilitating reliable and 
secure data transmission over a wide range of communica-
tion channels [14]. However, with the continuous improve-
ment in the field of digital services, many communication 
and service providers are skeptical about error control cod-
ing mechanisms of LDPC codes due to their computational 
requirements [15]. Figure 2 shows that there is a substantial 
rise in the growth of publication trends pertaining to LDPC 
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based decoding algorithms in the research community from 
2010 to 2020. Also, from the light of recent studies on LDPC 
decoding approaches, it is pretty evident that there still exists 
a need for improvement for solving a variety of issues related 
to hardware resource utilization, coding gain improvement, 
convergence speed and throughput requirements [16].

1.2 � Related Surveys

With continuous improvement in the field of data storage 
and wireless service applications, many viable LDPC decod-
ing schemes have been proposed by the prominent research-
ers from both academia and industries [17]. In recent years, 
several comprehensive reviews and survey’s describing the 
enhanced computational capabilities of LDPC codes have 

been published. Each of these survey works were focused 
on addressing a particular characteristic of LDPC codes. 
An overview on the fundamentals of LDPC codes was first 
presented as a study by Bonello et al. [18]. In this work, 
all the important aspects of LDPC codes starting from its 
discovery, desirable properties of encoding and decoding 
along with its scientific implications was presented briefly.

In Wang et al. [19] explored the significance and func-
tionality of some popular LDPC decoding algorithms and 
their VLSI architectures through a survey. However, the 
discussion of only a few popular decoding methods in this 
survey limits its scope. An interesting survey on the chal-
lenges and new directions in channel coding techniques was 
presented by Ankan et al. [20]. This survey was oriented 
towards the exploration of spatially coupled LDPC codes 

Fig. 1   General taxonomy of various decoding approaches for LDPC codes

Fig. 2   Summary of publication count related to LDPC decoding algorithms from 2010 to 2020
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and non-binary LDPC codes. Since the decoding algorithms 
for LDPC codes were on the edge of this survey’s relevance, 
only few studies on LDPC decoding were referred. Andrade 
et al. [21] proposed a systematic survey on programmable 
LDPC decoders. This work was aimed at exploring the 
design issues, challenges and methodologies related to the 
reconfigurable and programmable LDPC decoders.

In Fang et al. [22] have proposed an exclusive survey on 
the design and analysis of protograph based LDPC codes. 
The evaluation of protograph LDPC codes under different 
channel and modulation conditions, along with their appli-
cations were discussed briefly. However, in this survey only 
few LDPC based decoding algorithms were discussed as the 
survey was focused exclusively towards the encoding design 
of binary protograph based LDPC codes. Similarly, in the, 
Hailes et al. [23] evaluated the performance of several FPGA 
based LDPC decoders and summarized their performance 
characteristics as an exclusive survey. In this survey, nearly 
140 FPGA based LDPC decoders were evaluated based on 
various technical parameters. In addition, the open chal-
lenges and directions for future work in FPGA based LDPC 
decoders was discussed briefly. A major shortcoming of this 
survey is that it failed to emphasize the importance of LDPC 
decoding algorithms and their role in decoder design.

Fang et al. [24] proposed a survey which focused on ana-
lyzing the design guidelines of LDPC codes for magnetic 
recording systems. In this survey a detailed discussion on the 
code construction techniques along with the design guide-
lines for LDPC encoders and decoders were provided. Most 
recently, Shao et al. [25] provided an overview and compari-
son of LDPC, Polar and Turbo codes. In particular, this work 
was focused towards the ASIC implementation of decod-
ers using these three codes for the cellular communication 
systems. Some further studies related to coding theory was 
proposed by Georgios Tzimpragos [26] and Komal Arora 
[27] summarizes the significance of LDPC codes and their 
applications. However, these works are broad and does not 
uncover the ad-hoc nature of LDPC decoding algorithms 
and their applications to solve trivial diversified problems 
of modern communication systems [28, 29].

1.3 � Contribution and Organization

In general, the holistic view of recent surveys on LDPC based 
decoding algorithms and its applications reveal that there 
exists a substantial gap between the amount of recent research 
advancements and their coverage in survey papers [18–25]. 
Also, from the aforementioned surveys it is pretty evident that 
these works are too narrow or specific in addressing a particu-
lar research issue or its variants without any significance for 
new research directions. Motivated by the existence of this 
research gap, an extensive and exhaustive review on the key 
facets of both the hard decision and soft decision based LDPC 

decoding algorithms are presented in this survey. For many 
researchers, this informative survey will serve as a reference 
for identifying and understanding the research gaps of existing 
decoding methodologies and their future directions.

This article is structured as follows: First, in Sect. 2 the 
importance of LDPC based decoding algorithms and their 
worldwide development status is summarized briefly. Then, 
in Sect. 3, an overview of some popular hard decision based 
decoding algorithms using weighted bit flipping concept will 
be presented. After that, in Sect. 4, a brief analysis of some 
popular Gradient descent optimization based bit flipping 
methodologies for LDPC codes will be provided. Later, in 
Sect. 5 a detailed discussion on the salient features of the 
various linear programming based decoding approaches for 
LDPC codes and its applications will be provided. Finally, 
in Sect. 6 by analyzing the future research opportunities, 
concluding remarks will be drawn for this research work. A 
summary of mathematical notations used in this work are 
provided in Table 1.

2 � Importance of LDPC Based Decoding 
Algorithms

In recent times, many continuous efforts were carried out to 
improve the performance of LDPC codes to support various 
services of cellular communication and broadcasting appli-
cations [30]. The existing error correcting methodologies 
using LDPC codes were found less compatible for a particu-
lar complex service oriented problems which requires more 
than one solution. This type of scenarios are most common 
in today’s 5G-technology where the error free service facili-
tation requires flexibility and adaptability to support wide 
range of code length and rates [31]. Also, from the hard-
ware realization perspective, the decoder design should offer 
adequate parallelism and flexibility to support multi-mode 
operating standards which can achieve high peak throughput.

2.1 � Development Status

Recent studies on the research challenges and issues related 
to LDPC codes, it is evident that there still exists a wide 
demand and need for the selection of computationally 
efficient decoding algorithm and architectures which are 
expected to be permanent [32]. Therefore, in this survey, 
efforts will be carried out to review and summarize the most 
appealing decoding algorithms for LDPC which can pro-
vide more than one solution for a particular complex real 
world problem using simple and computationally efficient 
techniques [33, 34]. Furthermore, the decoding algorithms 
chosen for this survey are classified based on their perfor-
mance, high citation count, novel decoding framework, cost 
efficiency and robustness for hardware implementation. 
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Table 1   A summary of mathematical notations and their meaning

Symbols Explanations

qk A Gaussian distributed random variable with zero mean
� A normalization factor
� (x) A nonlinear function
�n A posteriori LLR value for each bit node v
� An offset value
aki An adjustment factor
�attn An attenuation factor
B(p0) Bernoulli distribution with parameter
si ≜

∏
j∈N(i)

zj, i ∈ [1, m]. Bipolar syndrome

x = [x0, x1,… , xN−1] Bipolar Sequence
z = [z0, z1,… , zN−1] Binary hard decision Vector
yn Channel output information
dc Check node degree (Row weight)
u = [u0, u1,… , uN−1] Codeword length

RC Or R = k∕n
Code rate

� Constant weight of the third term or Quantization factor
P Denote the vector of element-wise differences between the input vector of Euclidean projection of 

the current iteration
v(k)

n
Denote by the value of the variable node v

n
 at the k-th iteration

v
(k)

i,j
Denote by the value of the variable node v

n
 at the k-th iteration

� and � (l) Denote the “bipolar” versions of y and x̂(l)

F2 Denotes the binary Galois field
k Denotes the dimension
lmax Denote the maximum number of iterations
Rcv Denote the check-to-variable message conveyed from the check node c to the variable node v
N(c) Denotes the set of bit nodes that are connected with the check node c
M(v) Denotes the set of check nodes that are connected with the bit node v
N(c)�v and M(v)�c Denotes the set N(c) and M(v) excluding bit node v and check node c
E(k)

vn
 or E(k)

vi,j

Energy function

e(k)
m,n

Extrinsic information contributed to the received bit Z(k)
n

 including bits that participate in the 
checksum

En Flipping Function
Fn

2
For n ∈ N , the n-dimensional vector space over F2 .

sign(x) ≜

{
+1, x ≥ 0

−1, x < 0

Function of sign(x)

qn Gaussian Distributed Random Variable
wm or w′

m,n
Initialization process

hij ij element of Parity check matrix H
�(k)

vn
 or Ek

Inversion function
Ej Inversion Function Evaluation
For a and b (> a) ∈ N Let [a, b] denote an index set from a to b
n Length of Code
M Length of the code word
N Length of message sequence
zi ≜ sign(yi) Let z = (z1, z2,… zn) ∈ {+1,−1}n be the hard-decision sequence
(n, k) Linear block code
�n Log-Likelihood Ratio (LLR) received from AWGN channel
Gmax Maximum generation
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Table 1   (continued)

Symbols Explanations

Hm.n mth row and nth column of the parity check matrix
Z (k)

n
nth received sequence (hard decision)

w Optimal value
�vc Outgoing a priori LLR information from bit node v to check node c
�cv Outgoing a priori LLR information from check node c to bit node v
H Parity Check Matrix
L Population size
x̂(l) Produce the estimated codeword

R(k)
n

 or R(k)

i,j
Random signal

�
(0)

i
Randomly generate input parameters

y Received vector
y ≜ c + w Received sequence y = (y1, y2,… , yn) ∈ Rn

� ∈ {0, 1} Referred to as the mode flag
� ∈ R Referred to as the inverse threshold
�1 Referred to as the inverse threshold
Lvc Represent the variable-to-check message conveyed from the variable node v to the check node c
(M, N) Representation of the parity check matrix
�2 Represents the variance of the channel noise
� Scale factor
N Set of positive integers
R Set of real numbers
x̂.H = 0 Termination process of decoding algorithm
c(k)

m
The binary value of the check node cm parity check node at iteration k

C̃ ≜ {(1 − 2c1, 1 − 2c2,… 1 − 2cn|c ∈ C}. The bipolar codes C̃ ⊂ {−1,+1}n,which corresponds to C

c
(k)

a,b
The binary value of the check node cm parity check node at iteration k

c(k)
m

The binary value of the CN c
m
 parity check node at iteration k

⊕ The component-wise modulo-two sum
di , dvi

The degree of variable node i
�v The degree of a node v is the number of its neighbors
E(k)

vn

The energy of VN vn at the k-th iteration

Ft(k)
v

n

The flipping times of VN vn at the k-th iteration
2rv

�2
The intrinsic information

L(0)
n

The Log-Likelihood Ratio (LLR) value generated from channel output

C ≜ {c ∈ Fn
2
|Hct = 0}. The m × n parity check matrix H

Hm,n The mth row and nth column of the parity check matrix.

L
(k)

i→j
The message L

i→j
 from variable node vi to check node cj is calculated

L
(k)

j→i
The message L

j→i
 from check node cj to variable node vi is calculated

Rn The n-dimensional real vector space
�2 and �1 Threshold value
� , � The penalty parameter
y = [y0, y1,… , yN−1] The Received Vector With Channel Information
rv The received soft symbols
V The set of N variable nodes
C The set of M check nodes
Nv The sets of neighbors of nodes v
Nc The sets of neighbors of nodes c
N(m) and M(n) The set of n bit nodes that are connected N(m) and M(n) to m check nodes and the set of m check 

nodes that are connected to n bit nodes
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Figure 3 shows the overall classification of some popular 
LDPC decoding algorithms which are analyzed in this sur-
vey. To the best of our knowledge, this is the only survey 
till date which has been devoted to address both the hard 
decision and soft decision based decoding coding schemes 
which are highly cited and still under intense study.

2.1.1 � International Status

LDPC codes are one of the most widely preferred and recog-
nized class of linear block codes which are proven to attain 
improved bit error rate (BER) performance near Shannon’s 
limit [35]. For the past few years, research works on LDPC 
codes have been carried out in the scientific community by 
the coding researchers and theorists throughout the world. 
The most prominent research efforts were dedicated in 
bringing theoretical ideologies of LDPC codes to practice 
with simplified computational effort. The overall summary 
of recent research works related to LDPC codes worldwide 
are highlighted in Table 2.

From the details summarized from Table 2 it is evident 
that the research works based on LDPC codes is carried out 
in many countries with the assistance from various funding 
agencies.

2.1.2 � National Status

At national level, many prominent researchers and academi-
cians from reputed institutions are actively pursuing research 
in the LDPC domain which is the advanced area of coding 
theory. Recently, a research team from IISC Bangalore has 
published a research article which focuses on the design 
and development of efficient LDPC decoding architectures 
[46]. This research ideology is directed towards the design 
and development of LDPC decoders compatible for various 

storage applications. A dedicated research team from IIT 
Madras has been working in the area of coding theory, and 
they have introduced many new decoding schemes related to 
LDPC in the past few years. As of late, a new performance 
enhancement technique related to protograph LDPC codes 
was proposed [47]. This work introduced a simple and effec-
tive methodology to improve the error rate performance of 
the LDPC codes in various types of noisy channel conditions.

Since their resurgence in mid 1990 s, LDPC codes have 
proven their importance in various fields and domains. In 
IIEST Shipur, a group of researchers have succeeded in adopt-
ing LDPC codes for image reconstruction and have extended it 
to space applications for better coding gain improvement and 
noise reduction [48]. In a new perspective, a researcher from 
NIT Rourkela has proposed a new Digital Forensic approach 
using LDPC codes [49]. In this method, the log-likelihood 
ratio (LLR) computation method is adopted from the LDPC 
decoding algorithm to enhance the efficiency and precision 
for enhanced error analysis. The outcome of this research 
shows that there is substantial improvement in the estimation 
and detection of erroneous data during forensic evaluation. 
In addition to these research works, at national level many 
research ideas based on LDPC codes were published by lead-
ing scientific journals of various domains [50–52]. Hence, it 
is pretty evident that still research ideas based on LDPC codes 
are widely studied and explored in INDIA.

3 � Overview of Some Popular Hard Decision 
Based Weighted Bit Flipping LDPC 
Decoding Algorithms

Hard decision based decoding algorithms for LDPDC codes 
have gained immense popularity and significant research 
interest among the researchers over the past decade [53]. In 

Table 1   (continued)

Symbols Explanations

N(m)∕n and M(n)∕m The set of N(m) and M(n) excluding the bit node n and check node m
Scv The sign part of Rcv

Sm The syndrome bits
s The Syndrome or local optima
c ∈ C̃ The transmitted codeword
wnew

j
The vector projected onto the check poly-tope corresponding to the j-th check node in the previous 

iteration
R(k)

n
The reliability measure of nth received sequence

xv The value of the bit associated with variable node v
e(k)

n
Total extrinsic information contributed to the received bit Z (K)

n
 excluding bits that participate in the 

checksum
d� Variable node degree (Column weight)
� Weighting Factor
w ∈ Rn White Gaussian noise vector
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Fig. 3   Classification of LDPC decoding algorithms and the corresponding structure of this survey



	 M. K. Roberts, P. Anguraj 

1 3

Ta
bl

e 
2  

S
um

m
ar

y 
of

 m
os

t r
ec

en
t a

nd
 p

op
ul

ar
 re

se
ar

ch
 w

or
ks

 in
 L

D
PC

 c
od

es

Sr
.N

o.
Re

se
ar

ch
 w

or
k 

tit
le

 a
nd

 y
ea

r
M

et
ho

do
lo

gy
Fu

nd
in

g 
ag

en
cy

Re
se

ar
ch

 p
ub

lic
at

io
ns

1.
A

 S
tu

dy
 o

n 
Ite

ra
tiv

e 
D

ec
od

in
g 

W
ith

 L
LR

 
M

od
ul

at
or

 b
y 

N
eu

ra
l N

et
w

or
k 

U
si

ng
 

A
dj

ac
en

t T
ra

ck
 In

fo
rm

at
io

n 
in

 S
M

R
 

Sy
ste

m
 [3

6]

A
lg

or
ith

m
 a

pp
ro

ac
h 

ut
ili

zi
ng

 P
ro

ba
bi

lit
y 

th
eo

ry
 a

nd
 N

eu
ra

l n
et

w
or

k
A

dv
an

ce
d 

St
or

ag
e 

Re
se

ar
ch

 C
on

so
rti

um
 

(A
SR

C
)-

 JA
PA

N
IE

EE
 T

ra
ns

ac
tio

ns
 o

n 
M

ag
ne

tic
s

2.
Pe

rfo
rm

an
ce

 a
na

ly
si

s o
f i

nt
er

le
av

ed
 L

D
PC

 
fo

r o
pt

ic
al

 sa
te

lli
te

 c
om

m
un

ic
at

io
ns

 [3
7]

Pe
rfo

rm
an

ce
 e

va
lu

at
io

n 
an

d 
an

al
ys

is
 is

 d
on

e 
us

in
g 

M
A

TL
A

B
 si

m
ul

at
io

ns
N

at
io

na
l R

es
ea

rc
h 

Fo
un

da
tio

n 
of

 K
or

ea
 

un
de

r M
IS

P
O

pt
ic

s C
om

m
un

ic
at

io
ns

 (E
LS

EV
IE

R
)

3.
Pe

rfo
rm

an
ce

 A
na

ly
si

s o
f F

in
ite

-L
en

gt
h 

LD
PC

 C
od

es
 O

ve
r A

sy
m

m
et

ric
 M

em
or

y-
le

ss
 C

ha
nn

el
s [

38
]

A
lg

or
ith

m
 a

pp
ro

ac
h,

 C
ha

nn
el

 v
ar

ia
tio

ns
 a

nd
 

re
al

 ti
m

e 
tra

ns
m

is
si

on
 th

ro
ug

h 
M

A
TL

A
B

 
si

m
ul

at
io

ns

Si
ng

ap
or

e 
M

in
ist

ry
 o

f E
du

ca
tio

n 
A

ca
de

m
ic

 
Re

se
ar

ch
 F

un
d;

 S
pO

T-
LI

TE
 p

ro
gr

am
m

e
IE

EE
 T

ra
ns

ac
tio

ns
 o

n 
Ve

hi
cu

la
r T

ec
hn

ol
og

y

4.
C

od
e-

de
si

gn
 fo

r e
ffi

ci
en

t p
ip

el
in

ed
 la

ye
re

d 
LD

PC
 d

ec
od

er
s w

ith
 b

an
k 

m
em

or
y 

or
ga

ni
za

tio
n 

[3
9]

C
od

e 
co

ns
tru

ct
io

n 
an

d 
sc

he
du

lin
g 

th
ro

ug
h 

so
ftw

ar
e 

si
m

ul
at

io
n,

 la
ye

re
d 

ha
rd

w
ar

e 
re

al
iz

at
io

n 
an

d 
ve

rifi
ca

tio
n 

pr
oc

es
s 

th
ro

ug
h 

FP
G

A
.

Jo
in

t F
ra

nc
o-

Ro
m

an
ia

n 
A

N
R-

U
EF

IS
C

D
I

“D
IA

M
O

N
D

”
re

se
ar

ch
 p

ro
je

ct

M
ic

ro
pr

oc
es

so
rs

 a
nd

 M
ic

ro
sy

ste
m

s
(E

LS
EV

IE
R

)

5.
D

ec
od

er
-in

-th
e-

Lo
op

: G
en

et
ic

 O
pt

im
iz

a-
tio

n-
B

as
ed

 L
D

PC
 C

od
e 

D
es

ig
n 

[4
0]

G
en

et
ic

 A
lg

or
ith

m
 d

es
ig

n,
 C

om
pl

ex
ity

 a
nd

 
la

te
nc

y 
ev

al
ua

tio
n 

th
ro

ug
h 

M
A

TL
A

B
D

FG
 re

se
ar

ch
 g

ra
nt

 G
ER

M
A

N
Y

IE
EE

 A
cc

es
s

6.
U

si
ng

 L
ow

-D
en

si
ty

 P
ar

ity
-C

he
ck

 c
od

es
 to

 
im

pr
ov

e 
th

e 
M

cE
lie

ce
 c

ry
pt

os
ys

te
m

 [4
1]

A
lg

or
ith

m
 d

es
ig

n,
 se

cu
rit

y 
an

d 
effi

ci
en

cy
 

an
al

ys
is

 c
ar

rie
d 

ou
t i

n 
R

an
do

m
 O

ra
cl

e 
m

od
el

D
P-

FM
I, 

FC
T 

-P
or

tu
ga

l, 
PO

C
I, 

PT
D

C
, 

FE
D

ER
 a

nd
 C

O
M

PE
TE

- L
is

bo
n,

 L
A

SI
G

E 
Re

se
ar

ch
 U

ni
t

In
fo

rm
at

io
n 

Sc
ie

nc
es

(E
LS

EV
IE

R
)

7.
Lo

w
-C

om
pl

ex
ity

 H
ig

h-
Th

ro
ug

hp
ut

 B
it-

W
is

e 
LD

PC
 D

ec
od

er
 [4

2]
A

lg
or

ith
m

 si
m

ul
at

io
n 

th
ro

ug
h 

M
A

TL
A

B
, 

D
es

ig
n 

an
d 

Im
pl

em
en

ta
tio

n 
th

ro
ug

h 
A

SI
C

 
pr

oc
es

s

II
TP

 &
 M

SI
T 

fu
nd

in
g 

th
ro

ug
h 

K
or

ea
n 

G
ov

er
nm

en
t

Jo
ur

na
l o

f S
ig

na
l P

ro
ce

ss
in

g 
Sy

ste
m

s 
(S

PR
IN

G
ER

)

8.
D

es
ig

n 
of

 B
in

ar
y 

LD
PC

 C
od

es
 W

ith
 P

ar
al

-
le

l V
ec

to
r M

es
sa

ge
 P

as
si

ng
 [4

3]
A

lg
or

ith
m

 e
nh

an
ce

m
en

ts
 a

nd
 d

es
ig

n 
of

 
LD

PC
 c

od
es

 th
ro

ug
h 

M
A

TL
A

B
N

at
io

na
l N

at
ur

al
 S

ci
en

ce
 F

ou
nd

at
io

n 
gr

an
ts

 
C

hi
na

IE
EE

 T
ra

ns
ac

tio
ns

 o
n 

C
om

m
un

ic
at

io
ns

9.
Se

co
nd

 M
in

im
um

 A
pp

ro
xi

m
at

io
n 

fo
r M

in
-

Su
m

 D
ec

od
er

s S
ui

ta
bl

e 
fo

r H
ig

h-
R

at
e 

LD
PC

 C
od

es
 [4

4]

A
lg

or
ith

m
 a

pp
ro

ac
h 

th
ro

ug
h 

M
A

TL
A

B
 

Si
m

ul
at

io
ns

, I
m

pl
em

en
ta

tio
n 

th
ro

ug
h 

A
SI

C
 p

ro
ce

ss

Sp
an

is
h 

M
in

ist
er

io
 d

e 
C

ie
nc

ia
 e

 In
no

va
ci

ón
 

an
d 

FE
D

ER
 G

ra
nt

 a
nd

 p
ar

tia
lly

 fu
nd

ed
 b

y 
th

e 
In

sti
tu

t U
ni

ve
rs

ita
ire

 d
e 

Fr
an

ce

C
irc

ui
ts

, S
ys

te
m

s, 
an

d 
Si

gn
al

 P
ro

ce
ss

in
g 

(S
PR

IN
G

ER
)

10
.

H
ig

h-
th

ro
ug

hp
ut

 2
 b

it 
lo

w
-d

en
si

ty
 p

ar
ity

-
ch

ec
k 

fo
rw

ar
d 

er
ro

r c
or

re
ct

io
n 

fo
r C

-R
A

N
 

op
tic

al
 fr

on
t-h

au
l b

as
ed

 o
n 

a 
ha

rd
-d

ec
is

io
n 

al
go

rit
hm

 [4
5]

A
lg

or
ith

m
 d

es
ig

n 
an

d 
im

pl
em

en
ta

tio
n 

en
ha

nc
em

en
ts

 th
ro

ug
h 

FP
G

A
 p

ro
ce

ss
A

N
R

 L
A

M
PI

O
N

 F
re

nc
h 

pr
oj

ec
t a

nd
 w

ith
 

th
e 

su
pp

or
t o

f E
lo

ps
ys

 L
im

os
in

 re
gi

on
 

co
m

pe
tit

iv
en

es
s c

lu
ste

r.

IE
T 

C
irc

ui
ts

, D
ev

ic
es

 &
 S

ys
te

m
s



A Comparative Review of Recent Advances in Decoding Algorithms for Low-Density Parity-Check…

1 3

the recent years, many outstanding works have been accom-
plished in various domains using the hard decision based 
decoding approaches. In this section, a brief overview on the 
characteristics of some popular hard decision based decod-
ing algorithms and their characteristics will be presented.

3.1 � Preliminaries

Let the set of variable nodes that participate in mth check 
node is denoted as N(m) , and set of check nodes that par-
ticipate in nth variable nodes is denoted as M(n) . For a (N, 
K) LDPC code with parity check matrix H, both d� and dc is 
small compared to the block length N and information length 
K of the code. Let C = (C0, C1,….CN−1) ∈ {GF(2)}N denote 
the codeword C which is mapped into the bipolar sequence 
x = (x0, x1,….xN−1) before transmission, where xn = (2Cn −1 ) 
with 0 ≤ n ≤ N − 1 . Let y = (y0, y1,….,yN−1) be the soft deci-
sion received at the receiver. For 0 ≤ n ≤ N − 1 , yn = xn + 
wn, where wn is the Gaussian random variable with zero 
mean and variance �2 which is independent of xn. Assum-
ing that AWGN has power spectral density No/2 the vari-
ance is given as �2 = (2Rc ⋅ Eb∕N0)

−1 . The corresponding 
binary hard decision of the received sequence is given by 
Z(0) = (Z

(0)

0
, Z

(0)

1
,…Z

(0)

N−1
). Then the syndrome of the hard 

decision sequence Z(0) is denoted by S = (S0, S1,… SM−1). 
During the iterative message passing sequence the high pre-
cision information are transmitted between the check nodes 
and bit nodes via the edges of the Tanner graph (bipartite 
graph) [54]. Figure 4 depicts the graphical representation 
of the iterative message passing schedule using the Tanner 
graph.

3.2 � Weighted Bit Flipping Algorithm (WBF) and its 
Variants

The concept of bit flipping based decoding algorithm 
(BFA) [55] was originally devised by Gallager in the year 
1963 to overcome the computational complexity issues of 
belief propagation algorithm (BPA) [55, 56]. The decod-
ing process of the conventional BFA involves broadcasting 
of high precision binary data bits between the two set of 
nodes namely bit nodes (variable nodes) and check nodes 
(constraint nodes) in an iterative manner. The input infor-
mation for this decoding process is obtained from the chan-
nel output as the hard decision vector. During the initial 
stage the check node performs exclusive OR (XOR) opera-
tion for the message computation. Then, this processed 
data bits are flipped in the bit node updating process if the 
interconnected check nodes does not satisfy the predefined 
threshold condition. This overall message computation pro-
cess is very simple and can be carried out using simple 
arithmetic operations. However, when compared to BPA, 
this algorithm has poor error correction capability. Hence, 
this novel decoding scheme was not preferred by academi-
cians and researchers for several real time applications due 
to its mediocre error rate performance with a slower rate 
of convergence. After several decades, an improvement to 
the BFA was proposed by Kou et al. [57] which is known 
as weighted bit flipping algorithm (WBFA). In this decod-
ing process, the bit reliability information is exploited to 
improve the error rate performance and decoding stability. 
The decoding steps of this algorithm can be described in 
the following steps:

Step 1: Syndrome vector calculation
In this step, the syndrome vector is calculated using the 
hard decision vector Z (k)

n

If Sm = 0 then the valid code word is obtained, else step 
2 is computed.
Step 2: Initialization process
This step computes the most unreliable bit associated 
with each check node using the equation

Step 3: Variable node updating process
The error calculation for the processed messages are com-
puted in this step as

(1)Sm =
∑N−1

n=0
Z (k)

n
⋅ Hmn

(2)wm = min
n∈N(m)

{||yn
||
}

Fig. 4   An illustration of a message passing schedule using a Tanner 
Graph
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Step 4: k ← k + 1 from tentative hard decision Z(k)
n

 based 
on following decision rule: for 0 ≤ n ≤ N − 1

Step 5: Flip the bit Zk
n
 for n = arg max

1≤n≤N
e(k)

n
 to obtain a 

modified received sequence Z(k+1)
n

 This process is repeated 
until maximum decoding iterations are reached or parity 
checksum is zero.
Step 6: Output Z(k+1) as the decoded codeword.

This WBF algorithm inspired many researchers to purse 
active research in the specialization of hard decision based 
decoding. However, the main shortcoming of this method 
is that it includes only the check message to measure the 
reliability of each bit which results in average error rate 
performances. To address this research challenge, many 
advancements of WBF algorithm was proposed over the 
last few years consistently. An important modification to 
WBF algorithm (MWBF) was proposed by Juntan Zhang 
et al. [58]. In this modified approach, both the check and bit 
data information were utilized to measure the reliability of 
each bit. The simulation results show that the MWBF algo-
rithm by utilizing optimal weighting factor achieves better 
trade-off between decoding performance and complexity. An 
improvement to MWBF (IMWBF) was formulated by Jiang 
et al. [59]. In this method, a weighting factor is adopted 
to avert the issues of SNR dependency. This new weight-
ing factor is obtained by theoretical derivation is shown to 
exhibit good improvement in terms decoding performance 
and numerical stability.

The method of reliability ratio based WBF (RRWBF) 
algorithm was proposed by Guo et al. [60]. In this method, 
a new reliability ratio factor was formulated to improve the 
coding performance of WBF algorithm. Even though the 
coding gain improvement of 1 dB achieved by this algo-
rithm comes at the cost of increased decoding iterations 
which requires very high computational time for the itera-
tive decoding process. To overcome this drawback an effi-
cient implementation of RRWBF algorithm (IRRWBF) was 
introduced by Lee et al. [61]. In this scheme, the initializa-
tion process is modified using a new normalization factor to 
minimize the computational effort. The simulation results 
show that this novel scheme can significantly reduce the 
computational time required to correct the channel errors 
without degrading the error rate performances.

A novel channel independent weighted bit flipping 
(CIWBF) algorithm was proposed by Chen [62] to improve 
the decoding performances of MWBF and IMWBF algo-
rithms [58, 59]. This work utilizes the bit flipping criterion 

(3)e(k)
n

=
∑

m∈M(n)

(2 Sm − 1) ⋅ wm

(4)Z(k)
n

=
{

0 if e(k)
n

≤ 0 or 1 if e(k)
n

> 0
}

which is theoretically derived from the soft decision based 
BPA scheme. The experimental analysis demonstrate that 
this scheme can achieve coding gain improvement of around 
1.6 dB at BER of 10−5 while reducing up to 47% of the 
decoding iterations. Zhang et al. [63] in their research work 
proposed a modification to CIWF (MCIWBF) algorithm. In 
this algorithm, the modification is carried out by replacing 
the conventional BPA based flipping criterion with additive 
offset adjustment factor. This in turn improves the coding 
gain by 0.45 dB at BER of 10−5 without increasing the over-
all complexity when compared with the CIWBF algorithm 
[62].

Huang et al. [64] focused their research efforts towards 
the formulation of a hybrid bit flipping scheme which is 
obtained combining RRWBF and IMWBF algorithms 
(CMWBF). This algorithm is proven to exhibit good decod-
ing performance with a faster rate of convergence for Finite 
Geometry (FG) based LDPC codes. Ismail et al. [65] pre-
sented a new class of bit flipping algorithm using the con-
cept of Turbo principle and bit-local thresholding operation. 
This novel work achieves better decoding stability than the 
conventional WBF algorithm and its variants. Also, in this 
work the need for block-wise minimum operation is averted 
which further reduces the computational complexity. Chen 
[66] introduced a new adaptive-weighted multi bit-flipping 
based decoding algorithm using the concept of ordered sta-
tistics. This work effectively utilizes the multi bit-flipping 
criterion to dynamically adapt the flipping threshold during 
the iterative decoding process. This algorithm achieves very 
good trade-off between error rate performance and numeri-
cal stability with a faster rate of convergence.

Tiwari et  al. [67] in their inspiring work proposed a 
novel hybrid weighted bit flipping based decoding algo-
rithm (HWBF) for LDPC codes. A unique advantage of this 
method is that the error vector computation in the bit node 
can be carried out by sorting it in the ascending-descending 
order to establish the relation between the largest error term. 
Then, by using the new bit flipping criterion multiple bits 
can be flipped in a single decoding iteration. Unlike other 
WBF based algorithms, this hybrid approach is designed 
in such a manner that it can correct up to a maximum of 3 
erroneous bits parallelly during the iterative decoding pro-
cess. Simulation results show that the HWBF algorithm can 
reduce up to 45% of the decoding iterations and 40% of 
the computation time compared to other popular schemes. 
In a similar kind of work, Ma et al. [68] proposed a new 
improved parallel WBF algorithm (IPWBF). This work 
proved that by employing a reliable saturation strategy 
using multiple thresholds in variable node updating process, 
decoding failures and error floors can be minimized to a 
greater extent.

Nguyen et al. [69] introduced a class of two new bit flip-
ping algorithms for the binary symmetric channel (BSC) 
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conditions. The framework of this methodology involves 
incorporation of two new bits additionally at the check node 
and bit node computation units respectively. Furthermore, by 
exploiting the trapping set procedure, this scheme is shown 
to exhibit high convergence speed and lower error floor 
when validated with a certain class of BF algorithms. Rob-
erts et al. [70] introduced a newly formulated hybrid tech-
nique for bit flipping algorithm (ILCHWBF). A noteworthy 
characteristic feature of this algorithm lies in its ability to 
facilitate precise detection and correction of multiple hard 
decision bits parallelly. Moreover, the bit flipping criterion 
used in this work was derived using soft decision based min-
sum algorithm (MSA) [71]. The performance of this hybrid 
weighted bit flipping algorithm was reported to be superior 
in terms of coding gain improvement, iteration count and 
decoding time reduction when compared with other popular 
bit flipping algorithms.

A new type of multi-thresholding based bit flipping 
(MTBF) algorithm for decoding structured LDPC codes 
was proposed by Liu et al. [72]. For efficient decoding of 
structured LDPC codes, a multi-threshold bit flipping cri-
terion is formulated in such a manner it requires only logi-
cal operations for the decoding process. The experimental 
results show that this novel scheme achieves better decoding 
performance than WBF algorithm with reduced complex-
ity and decoding time. Chang et al. [73] developed a new 
dynamic WBF algorithm which overcomes the limitations 
of conventional bit flipping algorithms by utilizing a novel 
two-stage flipping function. In this innovative approach, 
two new modifications namely flipped bit selection (FBS) 
rule and check sum weight updating schedule are utilized to 
improve the reliability of CNU and VNU updating process. 
Moreover, this methodology can be adapted to achieve the 
desired performance complexity trade-off. Elsanadily et al. 
[74] designed a modified bit flipping based decoding algo-
rithm for generalized LDPC codes over binary channels. In 
this algorithm design, the modifications are carried out in 
both the VNU and CNU computations by introducing an 
extra bit to influence the decision reliability of each node. 
The numerical results illustrate that the modified BF algo-
rithm attains good coding gain improvement when compared 
with other popular BF algorithms.

An improvement to this method was proposed by Oh 
et al. [75] known as two-bit weighted bit flipping (TB-WBF) 
algorithm and it was extended to binary symmetric chan-
nels. In this new approach, reliability bits are generated for 
VNU updating process and syndrome bits for both VNU and 
CNU updating process. The arithmetic operations required 
to carryout the computation process can be accomplished by 
using simple bitwise operations which lowers the compu-
tational complexity. Through numerical simulation results, 
this algorithm is shown to achieve considerable amount of 
coding gain improvement for different types of LDPC codes 

for varying code length and code rates. A new cyclic shifting 
based weighted bit-flipping algorithm (CSWBF) compatible 
for both regular and irregular LDPC codes was introduced 
by Wang et al. [76]. In this approach, two selection criteria 
are carefully chosen to perform the bit flipping and cyclic 
shifting operations. By exploiting this innovative strategy, 
unnecessary decoding loops can be broken down to improve 
the decoding stability and especially it is more suitable for 
LDPC codes with varying degree distribution. Performance 
evaluation through experimental results reveal that CSWBF 
algorithm has a better complexity performance trade-off.

A probabilistic parallel bit flipping (PPBF) decoder 
design compatible for binary symmetric channel was pro-
posed by Le et al [77]. In this decoder, a new flipping pro-
cess using probabilistic approach is adopted to improve the 
error correcting performance. In addition, since the need 
for global computation is averted, all the arithmetic and 
numerical operations can be computed parallelly using local 
computing units. Furthermore, the proposed decoder design 
implemented using 90 nm CMOS ASIC technology shows 
that PPBF decoder achieves better hardware efficiency with 
an improved frequency of operation when compared with 
other BF decoders. Most recently, Liu et al. [78] introduced 
a hard decision bit-flipping decoder based on the concept 
of adaptive bit-local thresholding and demonstrated it with 
two novel algorithms. The originality of this work lies in its 
ability to adapt the threshold of each bit recursively during 
the iterative decoding process. Furthermore, this method is 
proven to be computationally efficient since it requires only 
logical operations and by avoiding the delay incurred during 
the global maximum operation.

A research led by Kalipatnapu et  al. [79] from IIT 
Kharagpur proposed a high throughput parallel bit-flipping 
decoder compatible for structured LDPC codes. The pro-
posed decoder design is based on a multi-threshold bit flip-
ping algorithm. The decoder design is implemented using 
65 nm VLSI technology for three different types of FG-
LDPC codes is shown to occupy a core area of 0.1 mm2 
and 0.45 mm2 . Compared to conventional BF decoders, 
this decoder design achieves decoding throughput in the 
range of 47.7–268.5 Gbps with an energy dissipation of 
0.91 pJ/bit which most suitable high speed wireless and 
data storage applications. Chang et al. [80] introduced a 
new class of multi-stage bit flipping based decoding algo-
rithms. In this novel approach, both the soft-decision and 
hard-decision bit flipping parts are adopted to improve the 
reliability. The main advantage of this method lies in its 
decoding process which uses the same BF structure which 
minimizes the magnitude overestimation issues and numeri-
cal instability. However, modest increase in the computa-
tional complexity occurs due to the usage of adaptive stage 
switching mechanism for timing adjustment. Besides this 
shortcoming, this work is shown to achieve excellent error 
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correcting performances when compared with some popular 
BF decoders.

In this section, an exhaustive analysis on several hard 
decision based bit flipping algorithms and their associated 
research challenges has been presented briefly. Table 3 sum-
marizes the overall computation process of some popular 
hard decision based decoding algorithms. From the overall 
analysis, it is evident that the recently formulated hybrid bit 
flipping methods have demonstrated their dominance and 
superiority in terms of their convergence speed and decod-
ing performance. Also, from the study it is evident that 
there exists other popular bit flipping algorithms which are 
suitable for various specialized applications which requires 
more than one solution [81, 82]. Finally, with the advent of 
a new wave of various bit flipping algorithms, the field of 
coding theory has emerged as a fresh research subject. Fur-
thermore, it would be desirable to carry out a proportional 
amount of research efforts towards the hardware realization 
of these WBF algorithms in order to evaluate the true ben-
efits of these methods for solving several complex-real world 
problems [83–85].

4 � Review of Iterative Optimization Based Bit 
Flipping Algorithms

In recent years, iterative optimization based algorithms 
[86] have gained wide spread popularity and trust among 
the researchers working the field of coding theory [87]. 
From recent studies on the research challenges and issues 

related to hard decision based LDPC decoding algorithms, 
it is evident that there still exists a need for computation-
ally efficient decoding algorithms and architectures. Among 
several existing iterative optimization methods in the lit-
erature, Gradient descent based optimization technique [88] 
has emerged as one of the fundamental algorithm for effi-
cient bit flipping based decoding of various LDPC codes. 
From this view point several outstanding research proposals 
were formulated for hard decision based LDPC decoding 
algorithms using the concept of Gradient descent based bit 
flipping (GDBF). In this section, an in depth analysis of vari-
ous Gradient descent based bit flipping algorithms and their 
quantified characteristic features will presented.

4.1 � Gradient Descent Bit Flipping Algorithms

A novel bit flipping decoding algorithm based on the con-
cept of simple Gradient descent formulation was introduced 
by Wadayama et al. [89]. In this innovative approach, to 
enhance the error rate performance the modification is car-
ried out in the variable node computing process by replac-
ing the conventional flipping criterion with an inversion or 
energy function. This inversion function is basically derived 
using a simple Gradient descent formulation which is used 
for flipping the corresponding bit node when it has maxi-
mum energy value compared to its neighbors. The decoding 
steps of the GDBF algorithm is described as follows:

Table 3   Decoding operation summary of some popular hard decision based bit flipping algorithms

Algorithm Check node update process Initialization process Variable node update process

WBF algorithm [57] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

wm = minn∈N(m)

{||yn
||
}

e(k)
n

=
∑

m∈M(n)

(2 Sm − 1) . wm

MWBF algorithm [58] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

w�
m,n

= mini∈N(m)�n

{||yi
||
}

e(k)
n

=
∑

m∈M(n)

(2Sm − 1). w�
m,n

− ���yn
��

IMWBF algorithm [59] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

w�
m,n

= mini∈N(m)�n

{||yi
||
}

e(k)
n

=
1

�

∑
m∈M(n)

(2Sm − 1).
2w�

m,n

�2
−
���

2yn

�2

���

IRRWBF algorithm [61] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

wm =
∑

n∈N(m)

���yn
��
�

e(k)
n

=
1

�yn�
∑

m∈M(n)

(2Sm − 1).
�∑

n∈N(m)
��yn

��
�

CMWBF algorithm [64] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

wm = minn∈N(m)

{||yn
||
}

e
(k)

n 1
=
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m,n
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||
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e
(k)
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||yn
||
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(
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||yn
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ILCHWBF algorithm [70] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

w�
m,n

= mini∈N(m)�n

{||yi
||
}

e(k)
n

=
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�yn�
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CIWBF algorithm [62] Sm =
∑N−1

n=0
Z (k)

n
. Hmn

wm,n =
�
1∕��yn

��
� ∑

i∈N(m)�n

��yi
�� en =

∑
m∈M(n)

(2sm − 1)wm,n
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Decoding steps Computation process

Step 1 Initialization x ∶ x ≜ z

Let, l = 1 , � = 0 , � = �1 
and f0 = −∞

Step 2 Parity Check Compute the Syndrome
si ≜

∏
j∈N(i)

zj, i ∈ [1, m].

If si = +1 , for all 

i ∈ [1, m] , output x and 

then exit.
Step 3 Selection of 

bit-flipping 
mode

Compute Objective 

function

f (x) ≜
n∑

j=1

xjyj +
m∑

i=1

∏
j∈N(i)

xj

Let, 

f1 = f (x). If fl ≤ fl−1,� = 1

Step 4 Bit flipping Inversion Function 
Evaluation

Ej ≜ xjyj +
∑

i∈M(j)

∏
j�∈N(i)

x�
j
, j ∈ [1, n]

If � = 0 move on Step 
4.1 else 4.2.

Step 4.1 Multi-bit mode Flip all the bits
Step 4.2 Single-bit mode Flip the corresponding bit
Step 5 Termination If l ≥ lmax output= x 

and exit.
Otherwise l = l + 1 and 

return to Step 2.

However, the check node computation process remains 
same as the conventional WBF algorithm [57]. One of the 
main drawback of this novel approach is its premature con-
vergence which occurs due to the data dependency issue and 
the quality of initial value guess required to avoid decoding 
failure due to the trapping of search point by local optimum. 
Over the years, several advanced modifications were pro-
posed by prominent researchers to overcome the drawbacks 
of GDBF.

4.2 � Improved GDBF Algorithm Using Multiple 
Thresholds

An improvement to GDBF algorithm was proposed by Naka-
mura et al. [90] using the concept of multiple thresholds 
which can be effectively utilized as an escape process from 
the local optimum to avoid decoding failure. The main ide-
ology behind this concept is whenever the decoding failure 
occurs when the search point is trapped in the local opti-
mum, the decoder optimally adapts its operating mode from 
single-to-multi mode bit flipping mode. The decoding steps 
of this improved GDBF algorithm is given below

Decoding steps Computation process

Step 1 Initialization Set the hard decision sequence
Z to the initial solution
x ∶ x ≜ z

Let, l = 1 , � = 0 , � = �1 and f0 = −∞

Step 4.2 Single-bit mode Flip the single bit
j ≜ arg min

j�∈[1,n]
E�

j

Step 4.3 Escape Procedure In Step 4–2, if the flipped position is 
same as that of the previous iterations, 
a local optimum is detected.

Let � = �2 and � = 0.
Step 5 Termination If l = lmax output= x and exit.

Otherwise l = l + 1.
If the threshold �2 is used in Step 4, 
� = �3 and return to Step 2.

Even though, this improved version of GDBF has better 
decoding stability than GDBF, in some of the cases if the 
local optimum traps the search point the escape process fails 
and the decoding loop of the search point remains trapped. 
Hence, this algorithm was not widely considered for several 
real time applications which requires precision for smooth 
functioning.

4.3 � Frequency Memory Based GDBF Algorithm

Asatani et al. [91] in their research work introduced a new 
formulation of escape method for the search method from 
local optimum. In this method, a new formulation in the 
form of list is devised to store the frequency visits to each 
local optimum such that the distance of each search point 
from local optimum is increased. This in turn accelerates the 
local investigation and exploration in a diversified manner. 
Through extensive simulation results, this method is proven 
to exhibit acceptable coding gain improvement with mod-
est increase in the computational complexity. The decoding 
steps of this novel approach is given below

Decoding steps Computation process

Step 1 Initialization Set the hard decision 
sequence

Z to the initial solution
x ∶ x ≜ z

Let, l = 1 , � = 0 , � = �1 
and f0 = −∞ S = 0
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Decoding steps Computation process

Step 4.3 Escape Procedure In Step 4–2, if the 
flipped position is 
same as that of the 
previous iterations, 
a local optimum is 
detected.

If s ≥ 1 . Check if the 
same local optimum 
appears in the previous 
decoding iterations 
f1 = gp for p ∈ [1, s]

If f1 = gp is found. The 
frequency is updated 
as �p = �p + 1 . Then 
let � = �2 + �p� and 
� = 0.

Otherwise (i.e. fl ≠ gp 
for all p ∈ [1, s] 
the number of local 
optima is increased as 
s = s + 1 and the value 
of objective function is 
stored in the list gs = fl 
and let �s = 1 . Let 
� = �2 and � = 0

4.4 � Noisy Gradient Descent Bit Flipping Algorithm

A modification to the conventional GDBF algorithm was 
proposed by Sundararajan et al. [92]. This popular decoding 
scheme also known as Noisy GDBF (NGDBF) algorithm 
utilizes a newer concept of introducing random perturbations 
into each symbol metrics during every decoding iteration 
count. This innovative noisy perturbations provides a new 
mechanism for the local search point to escape the undesir-
able local optima. Also, this algorithm performs the compu-
tational process using fully parallelizable operations without 
the need for finding a global optima or a sort over symbol 
metrics. The decoding steps of the NGDBF algorithm can 
be derived by considering the maximum likelihood (ML) 
problem to find the decision vector XML ∈ Ĉ as

Then the formulated objective function can be denoted as

By taking the partial derivative with respect to the symbol 
xk , the inversion function can be given as

(5)XML = arg max
x∈Ĉ

n∑

k=1

xkyk

(6)f (x) =

n∑

k=1

xkyk +

m∑

i=1

xkyk

(7)Ek = xk

�f (x)

�xk

= xkyk +
∑

i∈M(k)

si

Then, the steps of the iterative maximization algorithm 
can be computed as

Step 1: Compute syndrome components

For all i ∈ {1, 2,… , m}. if si = +1 for all i , output x and 
stop.
Step 2: Compute inversion function. For k ∈ {1, 2,… , n}

Step 3: Bit flip operation
S ing le  b i t  ve r s ion :  F l ip  t he  b i t  xk  fo r 
k = arg mink∈{1,2,…,n} Ek.
Multi-bit version: Flip any bits for which Ek < 𝜃

where � ∈ R− is the inversion threshold.
Step 4: Repeat steps 1 to 3 till a valid codeword is 
detected or maximum number of iterations is reached.
In order to facilitate a new escape mechanism for the local 
search point the step 2 of the above algorithm is modi-
fied as
Step 5: Symbol node update. For k ∈ {1, 2,… , n} com-
pute

Now in order to enhance the convergence speed local 
adaptive threshold function is adopted here, then the modi-
fied steps are summarized below.

4.5 � Threshold Adaptation

Step 0: Initialize �k(t = 0) = � for all k , where � ∈ R− is the 
global initial threshold parameter.

Step 3b: For all k, compute the inversion function Ek . If 
Ek(t) ≥ �k(t) , make the adjustment �k(t + 0) = �k(t)�,where 
� is a global adaptation parameter for which 0 < 𝜆 ≤ 1 . If 
Ek(t) < 𝜃k(t) , flip the sign of the corresponding decision xk.

Furthermore, in order obtain a smoothened output by 
satisfying all the parity checks prior to the iteration count. 
Then the non-zero probability of erroneous bit-flipping due 
to noise contribution is denoted as

Then, the probability condition for at least one erroneous 
bit flip to occur is given by

(8)si =
∏

j∈N(i)

xj

(9)Ek = xkyk +
∑

i∈M(k)

si

(10)Ek = xkyk + w
∑

i∈M(k)

si + qk

(11)pf ,k = Pr

(
xkyk + w

∑

i∈M(k)

si + qk < 𝜃

)
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If the probability approaches infinity in the above con-
dition for pf > 0 , then larger parity checks would not be 
satisfied in a shorter decoding cycle. This issue is resolved 
using a simple up/down counter at the output of every xk . 
The updating condition of the counter during each decoding 
iteration is given as

Through simulation results it is shown that NGDBF algo-
rithm has error correcting performance close to the BPA [56] 
and it is demonstrated that it can be easily implemented in 
the hardware due to its simplified computational operations.

(12)PF ≥ 1 − (1 − pf )
n

(13)Xk(t + 1) = X
k
(t) + x

k
(t)

4.6 � Fault‑Tolerant Probabilistic GDBF Algorithm

A new class of GDBF algorithm know as Probabilistic 
GDBF (PGDBF) algorithm was first introduced to the 
research community by Rasheed et al. [93]. This modified 
version of GDBF algorithm is designed compatible to the 
binary symmetric channel (BSC) with all the decoding steps 
similar to that of GDBF except the modification in the bit 
node computation process. When compared to GDBF, the bit 
node computation of PGDBF varies in such a manner that all 
the eligible bit nodes are flipped with the probability p such 
that (0 < p < 1) . The decoding steps of GDBF algorithm for 
BSC channel is given by simplifying the inverse function as

Then, the decoding steps of the PGDBF algorithm can 
given as

(14)Δ(l)
v
(x̂, y) = 2 − 2(x̂(l)

v
⊕ yv) + 𝛾v − 2

∑

c∈Nv

⊕
u∈Nc

x̂(l)
u

(15)Δ(l)
v
(x̂, y) = x̂(l)

v
⊕ yv +

∑

c∈Nv

⊕
u∈Nc

x̂(l)
u
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The simulation results prove that the PGDBF algorithm 
out performs GDBF algorithm in terms of computational 
efforts and decoding performance. Furthermore, the PGDBF 
algorithm exhibits a unique characteristic of ensuring resil-
ience to gate failure which in turn improves the error correct-
ing performance. The only drawback of this method arises 
from due to the non adaptable nature of the flipping prob-
ability during the iterative decoding process which causes 
slight increase in the decoding latency.

4.7 � Probabilistic Gradient Descent Bit Flipping 
Algorithm Based LDPC Decoders

Khoa Le et. al proposed an efficient LDPC decoder based on 
PGDBF algorithm with reduced computational complexity 
[94]. This novel hard decision based decoder architecture 
is designed using the short random sequences (SRS) which 
is used to apply the decoding rules for the optimization of 
maximum finder unit. The implementation results show that 
the decoder design when successfully implemented achieves 
outstanding decoding performances with modest increase 
in the computational overhead for different types of LDPC 
codes. The decoding steps of this algorithm can be given as

w h e r e �(k)
vn

= (1 − 2v(k)
n
)�n +

∑
cm∈N(vn)

(1 − 2c(k)
m
)  a n d 

c(k)
m

= ⊕
vn∈N(cm)

v(k)
n

.

To overcome the shortcomings of this decoder, a new 
variable node shift based architecture was proposed by Khoa 
Le et al. in 2017. In this work, the regularity of quasi-cyclic 
LDPC (QC-LDPC) interconnection network is exploited for 
cyclic shifting the memory of the decoder to perform the 
VNU computations without the requirement of probabilistic 
signal generator. The decoding process of this scheme can 
be given as
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where

Through implementation results it is evident that the modi-
fied decoding architecture exhibits outstanding error rate 
performances than the traditional GDBF based decoding 
schemes with simplified computational effort.

(16)c
(k)

a,b
= ⊕

vi,j∈N(ca,b)
v
(k)

i,j

(17)E
(k)

i,j
= v

(k)

i,j
⊕ yi,j +

∑

ca,b∈N(vi,j)

c
(k)

a,b

4.8 � Improved Gradient Descent Bit Flipping 
Decoder for LDPC Codes on BSC Channel

An improvement to GDBF algorithm known as Improved 
GDBF (IGDBF) algorithm compatible for BSC channel was 
proposed by Dao Ren and Jin Sha [95]. In this work, the 
important modification is carried out by reconstructing the 
composition of the energy function and by introducing an 
additional penalty factor to improve its convergence speed. 
The important decoding steps of this algorithm can be given 
as
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Step 3 For each variable node n ∈ V  , compute 
E∗

n
=

∑
m∈M(n)

(1 − 2s(k)
m
)
 and  

E∗
n
= (2z(k)

n
− 1)yn + E∗

n

where yn = yn + �(2zn − 1) +
∑

i∈M(n)

(1 − 2si)

Step 4 Find the bit node n∗ by n∗ = arg min
n∈V�B

En 
. Find the bit n∗ and update yn by 
yn∗ = yn∗ + �(2zi − 1)E∗

n
.

Step 5 If wt(s(k)) ≤ wt(s(k−1)) , record the position of 
n∗ . If the position of n∗ is the same with the 
previous one, set B = B ∪ {n∗} . If |B| ≥ Δ , 
set B = � and Δ = Δ + 1 . Then return to 
step 2.

4.11 � Multi Modified GDBF Decoding

Step 1 (Initialization) Set iteration number k = 0 , maximum itera-
tion number kmax , syndrome-weight factor � , excluding set 
B = � , maximum excluding-set size Δ = 2,flipping thresh-
old � = �init , minimum flipping threshold �min.

Step 2 Calculate syndrome vector s(k) = z(k)HT . If wt(sk) = 0 or 
k = kmax , stop decoding and output z(k),otherwise, k = k + 1.

Step 3 For each variable node n ∈ V  , compute 
E∗

n
=

∑
m∈M(n)

(1 − 2s(k)
m
)
 and E∗

n
= (2z(k)

n
− 1)yn + E∗

n

Step 4 Find the Emin by Emin = min
n∈V�B

En and the bit node n∗ by 
n∗ = arg min

n∈V�B
En . Find the bit set F = {n|En ≤ �} . If 

F = � , set � = min(Emin, �min) and F = {n∗}.

Through simulation results it is shown that the improved 
GDBF algorithm outperforms conventional GDBF algo-
rithm in terms of decoding performance and convergence 
speed.

4.9 � Modified Gradient Descent Bit‑Flipping 
Decoding Algorithm

One of the most popular variants of GDBF algorithm based 
on syndromes was introduced by Hua Li et al. [96] through 
their research work. In this approach, the infinite decoding 
loop is detected and avoided using the syndrome weight. 
Also, the reliability of the flipped bit nodes are improved 
using the syndrome information. Based on the syndrome 
concept two new decoding algorithms for single bit and 
multi bit flipping was formulated in this work. The decod-
ing steps of this modified GDBF algorithm can be given as

4.10 � Single Modified GDBF Decoding

Step 1 (Initialization) Set iteration number k = 0 , 
maximum iteration number kmax , syn-
drome-weight factor � , excluding set B = � , 
maximum excluding-set size Δ = 2.

Step 2 Calculate syndrome vector s(k) = z(k)HT . If 
wt(sk) = 0 or k = kmax , stop decoding and 
output z(k),otherwise, k = k + 1.
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Step 5 Flip the bits in F and update their reliability yi by 
yi = yi + �(2zi − 1)E∗

i
, i ∈ F.

Step 6 If wt(s(k)) ≤ wt(s(k−1)) , record the position of n∗ . If the 
position of n∗ is the same with the previous one, set 
B = B ∪ {n∗} . If |B| ≥ Δ , set B = � and Δ = Δ + 1 . Then 
return to step 2.

The simulation results show that the proposed single 
MGDBF and multi MGDBF algorithms outperforming 
GDBF and NGDBF algorithms in terms of decoding per-
formance. On the other hand, there occurs a modest increase 
in the computational complexity due to the utilization of 
code-dependent variables in the decoding process. However, 
when compared to the other variants of GDBF algorithms, 
MGDBF algorithm achieves balanced trade-off between 
decoding performance and overall complexity.

4.12 � Noisy Gradient Descent Bit Flipping Algorithm 
Based on Adjustment Factor for LDPC Codes

In the work of Dai et al. [97] an extensive investigation was 
carried out to improve the performance of NGDBF algo-
rithm. It was proven that by proper incorporation of an 
adjustment factor on the syndromes can improve the reli-
ability of the inversion function considerably. The decoding 
steps of this algorithm are given below

Also, for improving the decoding efficiency for multi bit 
flipping mode of operation, a new adaptive inversion thresh-
old is proposed in this work. Through simulation results it is 
evident that the algorithm using the adjustment factor out-
performs the conventional NGDBF algorithm in terms of 
BER performance and achieves faster rate of convergence 
for various types of LDPC codes.



	 M. K. Roberts, P. Anguraj 

1 3

4.13 � An Improved Gradient Descent Bit Flipping 
Decoder for LDPC Codes

Most recently a novel hard decision based decoding algorithm 
known as tabu-list random-penalty gradient descent bit-flip-
ping (TRGDBF) algorithm was proposed by Cui et al. [98]. 
This novel algorithm focuses mainly on improving the error 
correction performance through several innovative modifica-
tions in the algorithmic process. In order avoid the premature 

convergence and error floor phenomenon due to trapping sets, 
an additional random penalty factor is employed along with 
the inversion function which is given as

Then, a tabu-list process method is exploited to improve the 
decoding stability of the TRGDBF algorithm. The decoding 
process of this novel algorithm can be illustrated as follows

(18)𝛬
(c)

k
= c(k) ⊕ rk +

∑

j∈N
(k)
v

sj

Table 4   Summary of the computation process of various popular soft decision based decoding schemes for LDPC codes

Algorithms Initialization Check node updating process Variable node updating process

BPA L(0)
n

=
(
2∕�2

)
⋅ yn

�cv = Scv.2 tanh−1

�
∏

n∈N(c)�v

tanh
� ��nc�

2

�� �vc =
∑

m∈M(v)�c

�mv + �v

SPA L(0)
n

=
(
2∕�2

)
⋅ yn

Rcv =
∏

n∈N(c)�v

sgn(Lnc).�

�
∑

n∈N(c)�v

� (Lnc)

�

where

Lvc =
∑

m∈M(v)�c

Rmv +
2rv

�2

MSA L(0)
n

=
(
2∕�2

)
⋅ yn

Rcv =
∏

n∈N(c)�v

sgn(Lnc). min
n∈N(c)�v

��Lnc
�� Lvc =

∑
m∈M(v)�c

Rmv +
2rv

�2

NMSA L(0)
n

=
(
2∕�2

)
⋅ yn Rcv = �.

∏
n∈N(c)�v

sgn(Lnc).

�
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n∈N(c)�v

��Lnc
��
�

Lvc =
∑

m∈M(v)�c

Rmv +
2rv

�2

OMSA L(0)
n

=
(
2∕�2

)
⋅ yn Rcv =

∏
n∈N(c)�v

sgn(Lnc).max

�
min

n∈N(c)�v

��Lnc
�� − �, 0

�
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∑
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Rmv +
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Also, in addition to the algorithmic realization, a efficient 
decoder architecture for the proposed TRGDBF algorithm 
has been developed by the authors in this work. Through 
implementation results, the authors demonstrated that 
the proposed decoder architecture achieves better decod-
ing throughput with high work frequencies with minimal 
hardware resources when compared to some popular LDPC 
decoders. Hence, the developed LDPC decoder is suited for 
many advanced wireless applications which requires good 
error rate performances with minimal hardware complexity.

In this section, a brief review highlighting the latest 
advancements of hard decision based decoding algorithms 
for LDPC codes based on Gradient descent bit flipping 
(GDBF) methodology is presented. From the view point of 
error correction, these GDBF based decoding algorithms are 
shown to perform better than WBF algorithms by incorpo-
rating certain novel parameters in their decoding framework. 
Since the decoding performance and hardware realization 
are primary focus of these algorithms, many rudimentary 
technical ways have been proposed by various researchers 
in the literature. Through rigorous analysis and compari-
son, GDBF based decoding algorithms for LDPC codes have 
proven to be reliable and useful to the research community 
[99]. Also, these GDBF algorithms, with their inherent 
simple, elegant and flexible decoding characteristics have 
demonstrated their outstanding potential towards the devel-
opment of several real time prototype applications and their 
implementations in the practical realm [100].

5 � Optimization Method Based Soft Decision 
Decoding Algorithms for LDPC Codes

Over the years, optimization based approaches have been 
widely preferred as a diversified mechanism for solving sev-
eral multidisciplinary problems [101]. In recent times, the 
alternating direction method of multipliers (ADMM) [102] 
has emerged as one of the popular approach for solving sev-
eral types of complex optimization problems such as non-
convex constrained optimization [103], distributed convex 
optimization [104] and many more [105]. Notably, many 
recent research studies on wireless communication systems 
have adopted the ADMM methods successfully as solver for 
resolving research issues such as channel estimation [106] 
and PAPR reduction [107, 108]. In this section, an effort will 
be made to provide a cohesive analysis on the application 
of ADMM method for decoding LDPC codes. In particular, 
a brief discussion emphasizing the importance of different 
ADMM techniques for efficient decoding of different types 
of LDPC codes with varying code rates and lengths will be 
provided.

5.1 � ADMM Penalized LDPC Decoding Algorithms 
and its Variants

LDPC codes are one of the very few error correcting codes 
that has been proven to demonstrate appealing and outstand-
ing error correcting performance which are close to Shan-
non’s theoretical point of accumulation (limit). In literature, 
several soft decision based decoding techniques have been 
explored for the development of LDPC decoding algorithms. 
Among, them the density evolution based belief propaga-
tion algorithm (BPA) [109], sum product algorithm (SPA) 
[110], min-sum algorithm (MSA) [111], normalized min-
sum algorithm (NMSA) [112] and offset min-sum algorithm 
(OMSA) [113] have been widely adopted for several years 
in many advance communication standards. The summary 
of the computational process involved in the iterative decod-
ing process of these popular algorithms are highlighted in 
Table 4.

Besides these popular algorithm, a new class of soft deci-
sion based decoding algorithms using ADMM framework 
are gradually emerging as a potential coding technique for 
solving a variety of transmission related problems in differ-
ent research domains. Wei et al. [114] in their outstanding 
research work proposed a reduced complexity Linear Pro-
gramming (LP) decoding algorithm for LDPC codes using 
the concept of ADMM method. In this ground breaking 
research work, the authors tried to address computational 
complexity issues which is associated with the Euclidean 
projection process onto the check polytope. To accomplish 
this trivial task, the observations are carried out to find 
whether the absolute values of the element-wise difference 
between the input vector of the Euclidean projection in the 
current and previous iteration is less than the predefined 
threshold value. If this criteria is satisfied then the Euclidean 
projections of the ongoing iterations are averted which in 
turn reduces the total number of Euclidean projection itself. 
Through simulation results it is evident that the improved 
ADMM based decoding algorithm can save around 20% 
of the decoding time while demonstrating good error rate 
performances.

An improved ADMM penalized decoder for irregular 
LDPC codes was proposed by Jiao et al. [115]. This algo-
rithm development was focused with an objective to improve 
the error correcting performance of the conventional 
ADMM based decoding algorithm through a simplified 
computational approach. Formally, this was accomplished 
by through the modifying the penalty factor of the objective 
function in accordance with the varying degree distribution 
of the bit nodes. Also, in this work the concept of employ-
ing multiple penalty factors was introduced for the very first 
time in ADMM based decoding scheme for LDPC codes. 
Furthermore, these multiple penalty factors were optimized 
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through the density evolution method which was introduced 
by Storn et al [116]. Through experimental simulations, the 
decoding performance of this algorithm is shown to achieve 
better decoding performance than the conventional ADMM 
based decoding algorithm for LDPC codes. However, the 
only shortcoming of this work lies in the appropriate selec-
tion and usage of multiple penalty factors at the high SNR 
region which might lead to increased the numerical instabil-
ity and computational complexity if not carefully selected.

Debbabi et al. [117] introduced a fast converging ADMM 
penalized decoding algorithm for LDPC codes. The frame-
work of this algorithm was formulated using an iterative 
horizontal layered scheduling technique by exploiting the 
penalized ADMM LP approach [118]. This novel modified 
decoding framework is shown to exhibit enhanced decod-
ing stability with a faster rate of convergence. Through the 
reported simulation results, this decoding algorithm was 
shown to exhibit enhanced error correcting characteristics 
with minimal computational overhead. Also, from the view 
point of convergence, this scheme was shown to converge 
2.3 times faster than the conventional message passing algo-
rithms without exhibiting error floor characteristics which is 
quite suitable for hardware implementation.

With the advent of ADMM concept for coding theory 
based applications, error control coding methods have 
established themselves to be much more prominent in the 
research community. A popular variation of ADMM penal-
ized decoder for LPDC codes was proposed by Liu et al. 
[119]. In general, LP based decoding algorithms have shown 
to exhibit outstanding error correcting characteristics at the 
high SNR region than the BPA. However, at the low SNR 
region where the noise level is dominant than the signal 
strength, the LP based decoding method is shown to exhibit 
significant degradation in the error rate performance [120]. 
To overcome this drawback, a new non-convex heuristics is 
formulated by adding a penalty term to the objective func-
tion of LP decoding. For the low and moderate SNR condi-
tions, simulations outcomes carried out using l1 and l2 norm 
penalty factor values are shown to exhibit superior error cor-
recting performances when validated with BPA [109] and 
LP decoding schemes [114, 115, 117]. On the other hand, 
for the high SNR region the instanton analysis proves that 
the error rate performance of this scheme is superior to BPA 
and inferior to LP based decoding with an incredibly low 
computational complexity than both BPA and LP schemes.

Debbabi et al. [121] proposed a novel framework for the 
real time LP decoding of LDPC codes. By exploring the 
concept of horizontal layered scheduling method, an effec-
tual ADMM−l2 based decoding algorithm is presented for 
digital communication systems. The software simulation 
results indicate that the presented ADMM−l2 decoding 
algorithm outperforms SPA algorithm in terms of decoding 
performance by achieving 0.5 dB coding gain improvement. 

Similarly, the hardware implementation results of the 
decoder optimized with SIMD and SIMT processing fea-
tures show that it is possible to achieve up to 500 Mbps 
throughput with 7 × times faster run time than other popular 
variants. Therefore, this decoding algorithm equipped with 
the aforementioned attractive features emerges as a strong 
candidate for solving several real-time information process-
ing problems of modern communication systems [122].

An inspiring research work dedicated towards the 
improvement of error rate performance of ADMM penal-
ized decoder using penalty parameters was introduced by 
Wang et al. [123]. The authors of this work reported that 
it is possible to enhance the performance of the piecewise 
penalty function by enlarging the steepness of the slope at 
the specified points of x=0 and x=1 respectively. The results 
obtained from the experimental trials verify that the ADMM 
penalized decoder equipped with improved penalty func-
tions achieves better FER performance with a faster decod-
ing speed when it is combined with the decoding techniques 
of [114, 117]. Furthermore, along with the piecewise pen-
alty function, this function when combined with framework 
reported in [114, 115, 117] is proven to demonstrate out-
standing error correcting performance and decoding speed.

In the work of Jiao et al. [124] a node-wise scheduling 
method for ADMM based LDPC decoder was proposed. In 
this work, the authors have adopted node-wise scheduling for 
ADMM instead of using the well-known edge based residual 
computation [125, 126]. The main idea for the node-wise 
scheduling of ADMM is formulated by exploiting the infor-
mation dynamic scheduling (IDS) process for the computa-
tion of message residuals [127]. Then, a novel reduced com-
plexity approximation technique is proposed to minimize the 
computation time required for the calculation of message 
residuals by avoiding the usage of Euclidean projections. 
Equipped with these modifications, this algorithm is shown 
to exhibit a faster rate of convergence than the traditional 
flooding and layered scheduling methods. The experimental 
trials carried out on different LDPC codes using simulation 
proves the decoding efficiency of this algorithm in terms of 
FER performance and better numerical stability.

The look-up table (LUT) based decoding framework 
for LDPC codes has been one of the traditional and vastly 
researched methodologies of the last decade [128]. This 
popular concept was recently adopted for ADMM based 
decoding of LDPC codes by Jiao et al [129]. In this study, 
an effort has been initiated towards the minimization of the 
computational complexity which is usually associated with 
the Euclidean Projections onto the check polytopes using 
the LUTs. In addition, to improve the memory efficiency, 
a quantization scheme is adopted to lower the total number 
of memory accessing bits per iteration. Furthermore, this 
technique can be extended to LDPC with varying degree 
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distribution by utilizing check node decomposition tech-
nique. However, this concept of using LUTs did not yield the 
acceptable decoding performance, but lowered the hardware 
overhead by a huge margin. Also, the authors suggested that 
it would be interesting to combine this method with other 
popular complexity reduction techniques [130] for further 
enhancement of the decoding performance.

An improvement to the LUT based ADMM algorithm 
was proposed by Jiao et al. [131]. By exploring several 
existing methods in literature, the authors adopted non-
uniform quantization scheme and minimum mean square 
error (MMSE) method in their decoding framework [132]. 
Through this method, they proved that it is possible to min-
imize the computational complexity incurred during the 
Euclidean projection process onto the check polytopes. To 
accomplish this trivial task, appropriate kernel set of quan-
tization levels with precise quantization and MMSE guide-
lines are employed systematically to minimize mean square 
error of the Euclidean projection output. The experimental 
results prove that the improved LUT based ADMM decoding 
algorithm with these innovative modifications can achieve 
a good trade-off between error rate performance and the 
memory cost.

One of the major bottlenecks in the LP based decoding 
schemes for the LDPC codes lies in the Euclidean projec-
tion process of a real valued vector onto the check poly-
topes. From the literature, it can be observed that several 
research studies were proposed to address this critical issue 
[114, 115, 117, 119, 120]. In the work of Haoyuan et al. 
[133] a promising technique was introduced to overcome 
this computational complexity issue. The authors of this 
work showed that it is possible to lower the complexity of 
Euclidean projection process by replacing its sorting opera-
tion with simple arithmetic operations. This innovative mod-
ification substantially reduces the total number of hardware 
resources required for the practical implementation of the 
LDPC decoder. However, the inherent iterative nature of the 
algorithm enhances the possibilities for the occurrence of 
decoding latencies during the hardware implementation pro-
cess. This critical research issue was assured to be addressed 
as a future work by the authors of this work.

An approach based on lp Box-decoding was proposed 
by Wu et al. [134] for ADMM based LDPC decoders. By 
reviewing several existing optimization models, a parameter 
free continuous optimization model [135] was adopted for 
the decentralized processing of the high precision soft mes-
sages. The novelty of this scheme is demonstrated through 
the incorporation of the box constraint and lp sphere instead 
of the original binary constraint of LP decoding. Also, an 
efficient ADMM based solver was developed to lower the 
computational complexity. As for the reported numerical 
results, the parameter free algorithm demonstrates bet-
ter error correction capabilities without exhibiting error 

floor characteristics. Also, this algorithm proved that it is 
more reliable under various SNR conditions and channel 
constraints.

Most recently, Bai et al. [136] focused their research 
efforts towards the development of an efficient LP decoding 
framework for the LDPC codes via ADMM approach. In 
this research work, three important findings were presented 
as an extension to the existing methodologies which were 
focused on achieving better performances in terms of error 
correcting capabilities, convergence speed, decoding stabil-
ity and computational complexity reduction. Based on the 
check node decomposition approach, the LP relaxation for-
mulated in this work. Then, by exploiting the orthogonality 
structure of the LP model, the ADMM updating process 
can be carried out parallely and the need for Euclidean pro-
jection onto the check polytopes is avoided. The feasibility 
analysis of this scheme indicates that the complexity require-
ments of this algorithm to perform processing and computa-
tion in every single decoding iteration is much lesser when 
compared to the existing ADMM based decoding schemes 
[114, 115, 117, 119, 120]. Moreover, the simulation results 
illustrates the efficiency of this novel algorithm through its 
outstanding decoding stability at various SNR regions with 
a shorter computation time and guaranteed convergence.

A novel and simplified ADMM based decoding algorithm 
for LDPC codes was proposed by Xia et al. [137]. In this 
innovative approach, approximation of Euclidean projection 
onto the check polytopes is accomplished using a line seg-
ment projection algorithm (LSA). Compared to the other 
traditional ADMM based approaches, this Euclidean pro-
jection based approximation does not require any form of 
sorting and iterative operations. Also, when validated with 
the conventional cut search algorithm (CSA), this novel 
scheme with LSA can save about 43% of the average pro-
jection time. Moreover, with good error rate performance 
and simplified computational complexity, this algorithm 
emerges as a strong versatile decoding method for hardware 
implementation.

During the last few years, ADMM based decoding algo-
rithms for LDPC codes have demonstrated their effective-
ness in the field of error control coding [138]. Based on 
the overall analysis, it can be clearly seen that the ADMM 
based decoding schemes are expected to be adopted by sev-
eral advanced communication systems as preferred coding 
scheme to facilitate error free transmission of reliable data 
by lowering the transmission and memory errors [139]. 
Considering the evolution of the technical advancements the 
research community has witnessed over the last few years, 
it would be an interesting choice to explore the application 
domain where these methods will be best suited to meet the 
needs of various challenging research endeavors [140].
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6 � Conclusion and Future Work

For the past few decades, the development of error control 
coding techniques based on LDPC decoding algorithms has 
emerged as an active area of research and source of inspira-
tion for several outstanding researchers worldwide. In this 
paper, a comprehensive survey summarizing the current 
advancements in the state-of-the-art LDPC decoding algo-
rithms is presented. Based on the context of their decod-
ing framework, higher citation count, error correcting per-
formance and other key features the decoding algorithms 
are classified and grouped. A systematic analysis has been 
carried out to evaluate the characteristic featured of these 
popular soft decision and hard decision based decoding 
approaches in a detailed manner to ascertain their appli-
cability for various open research problems. Based on the 
meta-analysis on the current developments, it is quite inter-
esting to observe that the hard decision based decoding 
algorithms have emerged as a successful technique for solv-
ing many real world problems. On the other hand, ADMM 
based decoding approaches for LDPC codes using LP pro-
cess have demonstrated their popularity and effectiveness 
in tackling wide range of data transmission problems with 
their simple, yet powerful decoding framework. Through 
this informative survey, it is pretty evident that the next 
generation communication systems and service providers 
require sophisticated and powerful decoding algorithms to 
facilitate reliable communication. Hence, it will be abso-
lutely necessary to develop versatile and computationally 
efficient decoding schemes using LDPC codes which can 
offer adequate parallelism and robustness for fixed and vary-
ing channel conditions. Therefore, the future development 
process of the research works on LDPC decoding algorithms 
should evaluate the use of different techniques based on opti-
mization, linear programming and parameter estimation to 
motivate new and promising solutions.
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Abstract
In 5G wireless communication estimation, of downlink channel with orthogonal frequency division multiplexing (OFDM)

integrated with multiple input multiple output (MIMO) is a challenging task. This arises due to the utilization of orthogonal

pilots in downlink which leads to pilot overhead. To overcome this challenge spatial-temporal sparsity features with

compressive sensing utilized for estimation of channels. However, this leads to the challenge of spatial common sparsity in

data transmission due to the overlapping of the antenna group which is not separated. To overcome those challenges, this

paper developed a spatial partitioning coalitional game theory (SPCGT) for the MIMO-OFDM downlink channel. The

performance of the proposed SPCGT is based on the spectral partitioning of the MIMO antenna array. Within MIMO

partitioned antenna game theory is applied for reduction of pilot overhead with improved channel estimation. The proposed

SPCGT model is aimed to reduce normalized mean square error (NMSE) and bit error rate (BER) for the estimation of the

available channel. The performance of the proposed SPCGT is comparatively examined with the existing techniques in

terms of the slow time and fast time varying channels. The NMSE and BER stated that the proposed SPCGT offers

reduced NMSE and BER for the MIMO-OFDM system.

Keywords MIMO � Spatial partitioning coalitional game theory (SPCGT) � Spatial distribution � Channel estimation �
NMSE � BER

1 Introduction

Multiple Input Multiple Output (MIMO) technology has

become an active research topic over the past decade due to

its ability to achieve the high transmission speeds required

by a growing number of data-demanding applications.

MIMO technology offers many benefits to address the

challenges of wireless channel degradation, particularly

multipath fading [1]. It offers several important

performance benefits such as antenna gain, diversity gain,

and multiplexing gain. Orthogonal frequency division

multiplexing (OFDM), belongs to a class of multicarrier

transmission technology, which has been utilized for radio

and UWB (Ultra Wide Band) communication. OFDM

demand for high data rate information for data transmission

with robust performance related to frequency-selective

fading channel. The combination of multiple antennae with

OFDM increases the capacity of a channel with diversity in

the sender and receiver, this is known as MIMO–OFDM.

Due to demand in wireless communication with high data

rate array-based transceivers and diversity scheme based

on space is adopted in emerging research domain [1].

To improve wireless system capacity both analytical and

Multiple-Input Multiple-Output (MIMO) technique is

developed [2]. Estimating the MIMO channel parameters is

required for equalization on the receiver side and precoding

on the transmitter side. Therefore, channel parameter

estimation is a crucial element in MIMO communication.

However, those systems aware of receiver Channel State
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Information (CSI) knowledge. Generally, the MIMO

antenna system utilizes multiple antenna for the sender and

receiver. With received signal channel parameters are

estimated which is known as channel estimation. The

channel parameters are computed based on the receiver

pilot symbol with the computation of parameters. For every

packet transmission, each channel is estimated and a pilot

symbol inserted for every data packet transmission [3].

However, the adoption of the MIMO system in wireless

communication provides an accurate estimation of channel

state information (CSI) between the sender and receiver.

Therefore, in the MIMO communication system, accurate

channel estimation plays a critical role.

The channel estimation methods are divided into para-

metric and non-parametric categories. Nonparametric

methods are unconstrained methods that exploit little or no

assumptions about the channel model, so they have no

associated parameters to rely on, which leads to an increase

in the size of the prediction problem. Parametric methods

are instead associated with parametric models defined by a

finite number of parameters with clear physical meanings

related to the propagation of the signal through the channel.

The most popular and widely adopted approach involved in

MIMO channel estimation is the insertion of pilot signals,

which is also defined as training sequences. This estimates

the channel based on the training symbol received data. To

estimate the MIMO channel effectively training-based

schemes are evolved [4]. The analysis of the existing lit-

erature stated that MIMO channel sequences are directly

related to the capacity of the channel. Based on this, sev-

eral flat-fading and frequency-selective fading schemes for

a MIMO system are evolved. In existing, maximum like-

lihood (ML) with the orthogonal pilot signal, least square

(LS) with OFDM is designed for estimation of the channel

with reduced mean-square error (MSE). With several

training schemes, multiple antenna for transmitting and a

single receiver antenna is designed with the estimation of

linear LS and MMSE [5, 6, 7]. The channel estimation

parameters computed are relied on channel sparsity for

efficient allocation of resources for data transmission.

1.1 Contribution and organization

In this paper, the massive MIMO downlink frequency

selective channel estimation model is designed based on

game theory-based spatial partial-common sparsity. For the

proposed model, a proper pilot sequence transmission

using spatial partitioning is designed, and based on game

theory channel selection is performed. Thus, the proposed

method is based on the spatial partial-common sparsity

modeling, in which the channel vectors are estimated in

multiple stages. In this scenario, game theory is used for

solving the obtained sparse model, where the estimated

support set of each stage. Spatial Partitioning Coalitional

Game Theory (SPCGT) is adopted for effective channel

assessment in the communication system. The performance

of the proposed system exhibits significant performance

rather than existing techniques. The rest of this paper is

organized as follows. In the next section, literature related

to channel estimation is presented. In Sect. 3, the proposed

model and channel estimation method are introduced. The

simulation results are shown in Sect. 4, followed by the

conclusions and future enhancement in Sect. 5.

2 Related works

In a MIMO system, channels are defined as a path between

Mobile Station (MS) and Base Station (BS). This channel

path causes path delay and scattering in channel propaga-

tion with the provision of similar path delay arises due to

sparsity of channel path between MS and BS antenna

[8, 9]. Based on the correlation of the temporal channel it

exhibits the higher path gain more than path delay. This

leads to similar sparsity for channel allocation based on the

coherence time. The study conducted in [10] is about

channel coherence time measurement with the utilization

of experimental data. The analysis of results stated that the

sparse path arrival time is stable with relative delay. To

improve the performance of channel estimation sparse

structure and temporal correlation matrix were utilized

[11]. In [12] to overcome sparsity of channel in OFDM

blocks SOMP based approach was utilized. The analysis

was based on the consideration of the channel model with

the utilization of common sparse for a slow time-varying

channel. The proposed approach was examined based on

the channel superiority with consideration of experimental

data. However, those techniques focused on multi-blocks

path delay using temporal correlation for increased channel

gain in UWB channels [13].

Among those techniques, few techniques utilized pilot

sequences to reduce pilot overhead with the exploitation of

MIMO channel spatial and temporal correlation [14–16].

Also, several researchers focused on channel estimation for

Frequency Division Duplexing (FDD) downlink with the

utilization of massive MIMO. In [17], through temporal

correlation pilot overhead was minimized with delay-do-

main sparsity channel. Also, [18, 19] utilized spatial cor-

relation and delay-domain sparsity for channel estimation.

This research assumed that the sparsity level for the com-

munication channel was known. Further, to resolve the

channel pilot overhead problem compressed-sensing tech-

nique for the MIMO downlink system was adopted in [20].

To achieve effective channel estimation for long-term

channel open-loop and closed-loop methods were utilized

for statistical analysis of channel with temporal and spatial
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correlation. Also, in [21] pilot overhead was minimized

using channel estimation based on the beam space block.

With channel estimation based on consideration of the

angular domain off-grid model integrated with Bayesian

learning, methods were adopted for downlink channel with

sparse representation. In [22], estimation of the channel in

massive MIMO was developed using an adaptive pilot

reuse strategy with the introduction of beam domain with

compressive sensing. The design of the pilot and massive

MIMO channel estimation was based on the assumption of

the beam with the application of the Kalman filter. In [23]

sparsity in the channel was balanced by estimation of the

channel using the angle-frequency domain and angle-delay

with the utilization of compressed sensing.

In [24], the adopted block expectation propagation

algorithm for downlink channel estimation with clustering

of all channels with the same delay. In [25], channel esti-

mation is performed using a time-domain sequence. This

time-domain model utilized prior information related to the

Adaptive Structured Subspace Pursuit (ASSP) algorithm

for channel estimation using the measurement of sparsity in

time and spatial domain. The message passing approach

was utilized for dynamic turbo orthogonal approximation

for FDD tracking in massive MIMO with consideration of

spatial and temporal domain. In recent years, the UWB

channel was exploited with channel estimation with] Least

Square (LS) methods [26]. In the channel estimation

method, a greedy algorithm like Matching Pursuit (MP)

was applied for UWB channels. In [27], SOMP was uti-

lized for exploiting sparsity in OFDM blocks with con-

sideration of the slow time-varying channel. However,

these involved in multi-blocks sparse path delay and tem-

poral correlation for UWB channel gain measurement. In

[28], the TMSBL algorithm was developed for estimation

of channel based on the virtual and actual signal, that can

be improved with an estimation of temporal correlation for

channel prediction and reconstruction. The developed

TMSBL considered performance metrics such as Bit Error

Rate (BER) and Mean Square Error (MSE).

Through analysis of existing literature related to channel

estimation, it is observed that the complexity of MIMO–

OFDM channel is improved. This challenge is due to the

inclusion of spatial and time-domain features. The UWB

channel highly relies on real-time data which demands

effective channel estimation for real-time data transmis-

sion. Hence, this paper focused on the estimation of the

channel using the Spatial Partitioning Coalitional Game

Theory (SPCGT). The performance of the proposed

SPCGT model is measured in terms of BER and NMSE.

3 System model

Figure 1 describes the overview of proposed game spatial

partitioning with game theory (SPCGT) for minimizes the

error of channel estimation in distributed MIMO systems.

Space partitioning is the process of dividing a space into

two or more disjoint subsets. In other words, space parti-

tioning divides a space into non-overlapping regions. Any

point in the space can then be identified to lie in exactly

one of the regions. The problem of minimizing the NMSE

is formulated and an algorithm based on game theory is

proposed to solve it.

A spatial partitioning algorithm based on game theory is

proposed to mitigate the pilot contamination in distributed

MIMO systems. Firstly, the problem is transformed into an

optimization problem that minimizes the NMSE of the

channel estimation.

The input signal obtained from MIMO antenna based on

capacity and reliability. The pilot symbols are transmitted

over orthogonal transmission medium. This is single fre-

quency transmitted over communication system. The serial

to parallel converter is used to convert the serial input data

into parallel data. In ICEA-DA, the converted signals are

partitioned spatially for estimation of polynomial func-

tions. Through identification cost (i.e. frequency) of

channel is estimated using Improved Channel Estimation

Algorithm using differential evolution. Based on the esti-

mation used and unused channel are computed. Then, the

parallel to serial converter is used to convert these signals

from parallel to serial for transmission. Up converter is

efficiently used to converts the low frequency components

to higher frequency components. This transmitter blocks

transmit the signal to the receiver

In receiver, a digital down-converter converts a digi-

tized, band-limited signal to a lower frequency signal at a

lower sampling rate in order to simplify the subsequent

radio stages. Once the cyclic prefix of appropriate length

has been removed, the received signal is decomposed into

separate subcarriers using the DFT. Then, to equalize the

gain of the desired signal, the subcarriers are multiplied

with the inverse of the channel frequency response across

each of the subcarriers. The Space Time Decoder is used to

decode the data for improve the reliability of data trans-

mission in wireless communication systems using multiple

transmit antenna

Through the inclusion of coding scheme every signal in

the system varies in 1-bit. In below Eq. (1) signal trans-

mitted in sine and cosine form is presented as follows:

gn tð Þ ¼
ffiffiffiffiffiffiffi

2Se
Ds

r

cos 2pfct þ 2n� 1ð Þ p
4

� �

; n ¼ 1; 2; 3; 4 ð1Þ
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here gn(t) signifies the signal based on the time, represents

the symbol energy; symbol duration is denoted as, whereas,

fc is represented as baseband of signal.

In modulator of MIMO scheme 4 phases of the signal

are generated which consists of 2D signal space with unit

function /1 tð Þ and /2 tð Þ denoted as in Eqs. (2) and (3)

/1 tð Þ ¼
ffiffiffiffiffi

2

Ds

r

cos 2pfct; 0� t� T ð2Þ

/2 tð Þ ¼
ffiffiffiffiffi

2

Ds

r

sin 2pfct; 0� t� T ð3Þ

From the above Eqs. (2) and (3) and are utilized for

measurement of in-phase and quadrature component. In

terms, OFDM signal consists of 4 signal constellation

based on signal-space four points such as defined in

Eq. (4):

�
ffiffiffiffiffi

Se
2

r

;�
ffiffiffiffiffi

Se
2

r

 !

ð4Þ

In this, the signal factor 1/2 signifies the total power of

the system which has been partitioned equally between the

inclusion of 2 carriers. In the receiver side, the symbol is

demodulated with the elimination of carrier-phase factor,

the phase 2 successive received bits are ascertaining with

respect to input data.

The every transmitted symbol with PSF (Point Spread

Function) is represented as pr tð Þ and receiver side antenna

filtering components is represented as pr tð Þ. The symbols

of channel composite is represented as H(t) and the time

domain signal received at an array of iRth antenna is stated

as follows

HiR;iT nð Þ ¼
X

NT

iT¼1

hiR;iT nð Þ � xiT þ J ð5Þ

Here in Eq. (5) the J denotes noise placed in uncorrelated

spatio temporal region, represents the presence of noise in

transmit time-domain signal at the ith antenna. hiRiT stated

as time-domain signal at a different instance of time. To

eliminate Inter Symbol Interference (ISI) at the receiver

end, MIMO–OFDM includes Inverse Fast Fourier Trans-

form (IFFT). At receiver side, IFFT is applied for complex

operation in the receiver side with time-domain factor

consideration. The operation of IFFT is applied in the

receiver side for improving flexibility, precision and exe-

cution speed of the system. For N—point receiver opera-

tion, IFFT is computed mathematically using Eq. (6):

u nð Þ ¼ 1

N

X

N�1

n¼1

U kð Þe
�jpkn
N ; n ¼ 0; 1; . . .;N � 1 ð6Þ

where N represented data frame transform size or several

points in the signal. U kð Þ denotes the FFT frequency output

at kth point where k = 0,1,…, N-1. Subsequently, FFT

analysis is utilized for transmute of signal in the time

domain at the receiver block. In Eq. (7) mathematical

formulation for FFT is presented as follows:

U kð Þ ¼
X

N�1

n¼1

u nð Þe
�j2pkn

N ; k ¼ 0; 1; . . .;N � 1 ð7Þ

Additionally, in multipath channel environment signal

are transmitted with the addition of AWGN (Additive

White Gaussian Noise) characteristics. In this paper,

AWGN is utilized for its higher bandwidth rather than

message signal. The system noise n represents complex

Gaussian distribute random stationary point with mean 0

Fig. 1 Overview of proposed game theory based spatial approach
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and formulate vector with identical components with

message defined in Eq. (8) as below:

n ¼ np � ðN 0; 1ð Þ þ i � N 0; 1ð Þ ð8Þ

where np signifies the noise power and N 0; 1ð Þ represented
message signal of the same length which comprises of

normal/Gaussian random variables.

3.1 Spatial partitioning for channel estimation

Here, proposed SPCGT is based on the consideration of

cost function for obtaining a solution for parallel search

continuous process. The advantage of proposed SPCGT has

improved convergence through the utilization of control

parameters such as antenna spacing, a gain of the channel

and spectral bandwidth.

The proposed game theory with Spatial Partitioning is

represented in canonical form with effective handling of

continuous variables with the optimization of integer

variables. The proposed SPCGT involved in partitioning of

the available channel with the aim of reducing BER and

NMSE. Initially, populace NP (Non-deterministic Polyno-

mial) is considered as channel size estimation parameters.

Apart from those parameters, for constructed function

random individuals are provided with lower–upper bounds

as represented in Eq. (9)

v j
i:go ¼ v j

min þ rand 0; 1ð Þ: v j
max � v j

min

� �

; j ¼ 1; 2; 3; . . .;D

ð9Þ

In the above Eq. (9) denotes individual channel index,

represents channel upper bounds with comprises of D

parameters those are generated uniformly with the inclu-

sion of Eq. (10) as follows:

Vmin ¼ v1min; . . .; v
D
min

� �

andVmax ¼ v1max; . . .; v
D
max

� �

ð10Þ

Next, rand(0,1) indicates the random generator between

the range of 0–1.

For evaluating channel sparsity proposed SPCGT is

utilized for estimation of NMSE of OFDM system. It is

represented in Eq. (11) as below:

HNMSE
f ¼ RHHf RHfHf þ b=SNRð ÞIf

� ��1
hLSf ð11Þ

Subsequently, based on the above Eq. (11) resource

estimation is performed in the MIMO OFDM system.

Based on constructed game theory with Spatial Partitioning

new parameters are summed between two parameters with

the estimation of weighted difference factor based on

temporary, trial or third channels. For the generated vector

scheme trail population G is represented in Eq. (12):

Wi;Gþ1 ¼ Vr1:G þ g Vr2:G� Vr3:Gð Þ ð12Þ

where V indicates a target vector i; r1; r2; r3 2
1; 2; 3; . . .NP½ �:r1; r2; r3 of the signal with the MIMO

OFDM system. Moreover, in the proposed model, arbi-

trarily points are represented using a scaling factor. The

scaling factor is denoted as g, with a differential variation

of [0,1]. After that, termination-state of NMSE is utilized

for the identification of effective solution with maximal

signal point generation.

In proposed SPCGT channel resources are considered

with the total amount of Cx with n number of resources

assigned for an individual. The allocated network resources

are denoted a X = (x1, x2,…,xn) for resource management

in which amount of resources allocated is denoted as xi
with i = 1, 2,…, n.

The sum of allocated resources for the individual need

to be less than or equal to the total measured amount, this is

stated as
Pn

i¼1 xi �Cx, where is the number of total

resources. With Bossaer’s fairness index, single resource

allocation in kth-order is represented using transformation

function f(x) = x1/kfor achieving fairness index with con-

sideration of Bossaer’sindes and identification of ideal part

of channel. Here, the channel assignment problem is

defined in Eq. (13):

Ax Xð Þ ¼
Y

n

i¼1

xi
max xð Þ

� � 1
kð Þ

ð13Þ

The fairness indices of linear product for special cases

with Bossaer’s fairness index is represented with consid-

eration of stability constant G with K = 1 as shown in

Eq. (14):

Ax Xð Þ ¼ G xi=max xð Þ½ � ð14Þ

where G =
Qn

i¼1 1

3.2 Spatial partition model for SPCGT

As stated, the sparsity of resources in the MIMO channel

for OFDM is a complex issue that leads to pilot overhead

often. The OFDM network pilot overhead and sparsity in

MIMO is occurred due to the location of the antenna array

in BS side by side. Usually, in the MIMO communication

system vast range of array antenna is located in BS with a

common antenna pattern. To resolve this issue proposed

SPCGT technique divides the planar antenna array into ‘M’

antennas. In this, a Non-Cooperative game (NG) for the

individual group for an individual antenna in one group is

applied and the adjacent multicast group (MG) is repre-

sented as MG = M/NG. In Fig. 2, the MIMO antenna

partitioning model for data transmission is presented. In the

proposed SPCGT approach, each antenna group is assumed

that all array antenna group has similar sparsity pattern. In

this, every channel in the individual group is estimated
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using the Spatio-temporal sparsity method. The developed

spectral partitioning for the OFDM system is presented in

Fig. 2.

This paper focused on channel sparsity with minimal

pilot sequence overhead through SPCGT. However, an in-

depth analysis of the proposed SPCGT antenna is based on

the consideration of similar MG adjacent antenna groups

with similar sparsity patterns with planar antenna array, as

shown in Fig. 2. The developed model consists of eight

individual antennas at every column of the array element.

In the proposed SPCGT model first antenna element con-

tains a spatial sparsity antenna pattern of 1–8 array and the

second group of elements contains an antenna array ele-

ment of 9–16 as another sparsity network pattern. The

antenna array pattern is not adequate, which leads to pilot

overhead due to minimal antenna spacing of every group.

In a practical scenario, this sparsity in antenna adjacent

groups is not separated. This leads to wastage of network

resources and causes sparsity of channel with pilot

overhead.

The few antennas in 1st group select few antennae in

2nd group of antenna patterns as shown in Fig. 2, where

the 8th column antenna selects few antennae in the 9th

column array antenna. In a practical model, antenna array

sparsity consists of both common and uncommon part. The

spatial partial-common sparsity model for antenna ele-

ments is based on channel impulse response. In Fig. 3,

about SPCGT sparsity model for non-zero element channel

impulse response is presented. As stated in Fig. 3, nonzero

elements between two adjacent antenna channel impulse

responses are presented in colour cells. It is observed that

interaction provided with elements is non-zero, though it is

implied that support sets of the antenna impulse response

of antenna array have a common and uncommon part.

In Fig. 3, the proposed SPCGT MIMO antenna array

pattern in a row is presented with spatial partitioning of the

array antenna. It is presented that antenna pattern fre-

quency arrangement is between 1 and 15 columns with an

available range of 10. The constructed antenna pattern

operating frequency range is between 160 MHz and

52.6 GHz. However, this paper focused on the UWB

application; hence the evaluation of frequency is performed

between 3.1 and 10.6 GHz. The analysis of SPCGT is

based on the consideration of slow-varying and fast—

varying channels. The operation of the proposed SPCGT is

measured in a planar rectangular antenna array pattern. The

proposed SPCGT antenna array consists of M antenna with

a dimension of M1 9 M2 with a condition of M1\M2. In

the antenna pattern, M1 is stated as an adjacent antenna

arranged in line with similar spatial sparse. The proposed

SPCGT evaluation is based on the consideration of the

square antenna design of M2 - M1 ? 1 with an array

antenna dimension of M1 9 M1 with a rectangular array

pattern in each group arranged based on partial-sparsity

characteristics. The analysis is based on consideration of

planar array with spacing of antenna at k2, carrier fre-

quency fc = 2 GHz and sampling frequency fs = 10 MHz.

For the designed spatial partitioned antenna array distance

between antenna located in the square group is defined as

4H 2 k of common sparse and maximal path delay dif-

ference is denoted as 4 H 2 k c = 4 H 2 with carrier

frequency value of fc = 0.0028 ls. The proposed SPCGT

sampling time is denoted as Ts = 1 with a sampling fre-

quency value of fs = 0.1 ls in this game theory is applied.

In the proposed SPCGT game theory is applied for two

adjacent antenna group dimensions of M1 9 (M1 - 1)

antenna. As stated, each antenna group consists of more

than one antenna correlated with the adjacent group for

data transmission with the estimation of the channel in the

individual group to increase the antenna estimation accu-

racy. Through SPCGT, channel in every group of the

antenna is estimated with consideration of another antenna

group. The proposed SPCGT is based on the consideration

of a similar estimation pattern for every group of the

antenna in each stage. In the first stage of the proposed

Fig. 2 2D planar array

Fig. 3 Spatial antenna
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SPCGT approach channel estimation is based on the sup-

port set, sparsity level, and channel matrix. At this stage,

sparsity is the level of the individual channel is measured

using game theory. Using the application of game theory

sparsity level of the network is estimated for the time-

varying channel. The measured sparsity level provides the

support set for the gamer to measure the support set for

channel estimation. The channel sparsity with higher in-

game is considered a member of the game and support set

is utilized for sparsity adjustment between the channels in

the network. After estimation of the sparsity level channel

level set of the network is considered as the winner of the

game, through this for sparse network channel with higher

network value is considered as the winner. The steps

adopted in the proposed SPCGT for pilot insertion is pre-

sented as follows:

Steps for SPCGT in the pilot insertion

Step 1: For the first group of the antenna, pilot sequence

transition is estimated.

Step 2: Using, SPCGT model, channel estimation is

measured for the first group of the antenna.

Step 3: Evaluation of support set for each group of the

element.

Step 4: Transmission of pilot transition for kth antenna

group.

Step 5: Estimate the channel in kth antenna group with

consideration of channel support set.

Step 6: Estimation of channel matrix for continuous data

transmission between slow and fast time-varying channels.

3.3 Spatial partitioning coalitional game theory
(SPCGT)

This paper developed an SPCGT model for channel esti-

mation with consideration of slow and fast time-varying

channels for effective resource allocation with a combi-

nation of time. In this spatial partitioning of the antenna is

applied for reduction of pilot overhead and channel

resource estimation. The steps followed in the proposed

SPCGT are presented below:

Step 1: Initially, unassigned channels are assigned for

users in the network and denoted as

G1 = {1,2,3….8}, number of assigned channels

are stated as CR = 0 which means

Ki = {1,2,….6}

Step 2: Consider three channels with three sensing

channel CR with K = 3 as stated in step 1

Step 3: After the execution of step 2, CR selects the

same channel with the inclusion of coalitional

game by process of merge and split rule. At this

instance, CR utilizes coalitional game, and those

coalitions are represented as (CR1, CR6) and

(CR2, CR4, CR5) with consideration of

coalition values

Step 3.1: Merge Rule:Combination of

coalitions{G1,G2,…, Gl} where

{b(J=1) = Gj}, therefore {G1G2,…,

Gl} -[ b(J=1) = Gj

Step 3.2: Split rule: Spliting of coalition

b(J=1) = Gj where {G1,G2,…, Gl},

therefore b(J=1) = Gj -

[ {G1G2,…, Gl}

Step 4: Based on step 3, each channel in the cognitive

network are assigned with the highest value of

coalition for sensing

Step 5: After execution, of SPCGT estimated channel is

assigned for data transmission based on carrier

sensing

In algorithm 1, proposed SPCGT performance is pre-

sented as follows:
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In Fig. 4 flow chart for estimation of the channel using

SPCGT is presented.

Figure 4 revealed the flow diagram of proposed SPCG.

Initialize the channel with band and time period. After the

initialization of parameters OFDM signals are transmitted.

If the estimated time of the particular frequency is equal to

0.9 compute band. If not time is 0.9 alters the pattern of

pilot it provides correlation with the pattern. Similarly,

estimate the band if it satisfies the condition that channel is

allotted. Base on this channel is estimated for the framed

condition.

It can observe that the NMSE performance of the pro-

posed method for new numbers of pilot sequences is also

better than that of the reference methods. The simulation

results show that the proposed method estimates channels

with less NMSE and BER than conventional methods, and

it has a robust and stable performance

4 Results and discussion

The performance of the proposed SPCGT model is esti-

mated for both slow and fast time-varying channels for

UWB applications. The performance of the proposed

SPCGT is measured with consideration of the QPSK

modulation scheme in OFDM technology. As stated earlier,

the proposed SPCGT is based on the consideration of

sampling and carrier frequency. In Table 1, simulation

parameters assigned for proposed SPCGT channel esti-

mation is presented.

In the proposed SPCGT model, channel estimation

performance is measured through consideration of 8 ran-

domly generated paths for data transmission. The assigned

channel is grouped into clusters with consideration of inter-

arrival time with an exponential distribution of 0.3 ms.

Also, the performance of the proposed SPCGT is assumed
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to have a fixed delay sequence for the OFDM frame. The

channel path is assigned as a Rayleigh distribution channel

with average power that decreases exponentially due to the

existence of channel delay. The data sub-carrier sequences

are encoded with 1/2 non-binary with low-density parity-

check (LDPC) coded with QPSK modulation. The perfor-

mance of the proposed SPCGT scheme is estimated using

NMSE and BER measurements.

Normalized Mean Square Error (NMSE): The chan-

nel estimation performance is measured through NMSE

using Eq. (15):

NMSE ¼
E Hj jn� d

H n½ �2
	 


E H n½ �j j2
n o ð15Þ

In the above equation, the actual channel vector is

denoted as H[n] and the nth vector of the estimated channel

is represented as Ĥ[n]. The simulation performance is

comparatively examined for an existing techniques such as

LS, OMP and TMSBL—2.

Bit Error Rate (BER): BER of the channel is measured

estimated error rate for varying Signal to Noise ratio (SNR)

level. The BER can be calculated using Eq. (16):

BER ¼ Nerr

Nbits
ð16Þ

In the above equation, represented the total number of

bits transmitted and denoted the number of error bits in the

channel.

The performance of the proposed SPCGT is examined

for a fast and slow time-varying channel. In the case of the

slow time-varying channel, variation is delay is selected

randomly between intervals [- 0.1, 0.1]ms with absolute

gain interval range of [0.8,1.2] applied for consecutive

blocks of OFDM scheme. In fast time-varying channel

variation in delay is selected as [- 0.5, 0.5]ms with

absolute gain variation is measured as [0.5,1.5] for channel

cluster in consecutive blocks. Generally, SNR is defined as

the variation of desire signal from the background noisy

signal. In other terms, SNR is defined as the ratio of desire

signal to noise. BER offer number of bits those effectively

transmitted within the system. With the proposed SPCGT

to calculate the channel estimation efficiency simulation is

performed with SNR and BER. The analysis defines the

number of bits that are error due to the presence of noise in

the channel.

Table 1 Simulation parameters setting

Parameters Values

Bandwidth 1.5 kHz

Carrier frequency 2.25 kHz

Symbol duration 171 ms

Cyclic prefix (CP) duration 10 ms

Number of the pilot sequence 200

Number of subcarriers 32

Number of null subcarriers 24

Blocks in one frame 4

Table 2 NMSE measurement for slow-varying channel

SNR/dB LS OMP TMSBL-2 SPCGT

0 0.1670 0.0956 0.0345 0.0278

2 0.1570 0.089 0.0256 0.0145

4 0.1460 0.0765 0.0146 0.0096

6 0.1356 0.0677 0.00967 0.0086

8 0.1256 0.0578 0.0087 0.0075

10 0.11154 0.0457 0.0076 0.0065

12 0.0988 0.0345 0.00678 0.0056

Fig. 4 Flow chart of SPCGT
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In performance analysis for the slow-varying channel,

NMSE is comparatively examined for proposed SPCGT

with existing Least Mean (LM), Orthogonal Matching

pursuit (OMP), and Temporal Multiple Sparse Bayesian

Learning (TMSBL-2) for varying SNR in dB. To measure

NMSE performance for slow-varying channel SNR values

are varied from 0 to 12 dB. In Table 2, NMSE measured

for existing LS, OMP, and TMSBL- 2 models is presented

along with proposed SPCGT.

In Fig. 5, comparative plot for slow-varying channel and

measured NMSE performance was presented. For com-

parative analysis, existing technique LS, OMP, and

TMSBL-2 for varying SNR levels are presented. In

Fig. 5 Comparison of NMSE performance of slow time varying

channel

Fig. 6 Comparison of BER Performance of slow time varying

channel

Table 4 NMSE measurement for fast time varying channel

SNR/dB LS OMP TMSBL-2 SPCGT

0 1.200 0.900 0.745 0.675

2 0.980 0.687 0.478 0.2455

4 0.78 0.189 0.248 0.175

6 0.57 0.0975 0.087 0.0746

8 0.246 0.0675 0.0481 0.03575

10 0.089 0.0475 0.0345 0.0248

12 0.0123 0.1276 0.012 0.0025

Fig. 7 Performance of NMSE for fast time varying channel

Table 5 BER measurement for fast time varying channel

SNR/dB LS OMP TMSBL-2 SPCGT

0 1.50 1.400 1.186 0.9756

2 1.478 0.895 0.675 0.0756

4 1.345 0.345 0.245 0.0042

6 1.286 0.0485 0.0675 0.00242

8 1.1285 0.023 0.0175 0.00053

10 0.985 0.0068 0.0045 0.000345

12 0.894 0.0024 0.000875 0.0001

Table 3 BER measurement for slow varying channel

SNR/dB LS OMP TMSBL-2 SPCGT

0 0.800 0.7456 0.589 0.486

2 0.750 0.589 0.286 0.1869

4 0.65 0.375 0.168 0.0865

6 0.53 0.180 0.1276 0.0196

8 0.420 0.0685 0.0862 0.0068

10 0.240 0.0160 0.0065 0.00075

12 0.150 0.00458 0.00085 0.000246
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Table 3, the BER values measured for slow varying

channel comparatively with proposed SPCGT and existing

technique are tabulated.

In Fig. 6, the BER measurement of proposed SPCGT is

comparatively plotted for varying SNR measurement for

the slow varying channel is presented. In the next phase,

the performance of the proposed SPCGT is measured for a

fast time-varying channel. The 5G network relies on real-

time varying application hence NMSE, and BER measure

for proposed SPCGT is measured. In Table 4, the com-

parative measure of proposed SPCGT with an existing

technique LS, OMP, and TMSBL-2 for varying SNR is

presented.

In Fig. 7, NMSE measured for the fast varying channel

is comparatively illustrated for LS, OMP, TMSBL-2, and

proposed SPCGT.

In Table 5, BER performance for the fast time-varying

system for proposed SPCGT and existing technique are

presented.

In Fig. 8, The BER performance measured for the fast

varying channel for varying SNR levels is comparatively

examined and illustrated.

In fast time varying channel with increase in SNR level

BER decreases this implies that the performance of pro-

posed SPCGT is effective for data transmission.

5 Discussion

The proposed SPCGT is focused on improving channel

estimation in MIMO-OFDM system. The proposed SPCGT

performance is estimated for both slow and fast time

varying channel. The performance metrics considered for

analysis are BER and NMSE measurement for both slow

and fast time-varying channel. NMSE analysis of proposed

SPCGT with exiting techniques such as LS, OMP, and

TMSBL- 2 shows that the proposed SPCGT exhibits

minimal NMSE value. The performance of the proposed

LS is worst rather than other techniques. In the case of

OMP, its performance is significantly less than the LS.

From the analysis, it is stated that for slow varying channel

SPCGT provides minimal NMSE, which means channel

estimation for the spatial partitioned antenna is signifi-

cantly adopted. Through analysis, it can be stated that the

proposed SPCGT model offers approximately 15% reduced

NMSE rather than existing LS, OMP, and TMSBL -2.

The BER measurement of slow varying channels

exhibited that SPCGT provides significant performance

with minimal BER value. The minimal BER for proposed

SPCGT causes strong temporal coherence with increased

channel gain. Using spatial partitioning, based on the pre-

sent channel state, game theory forecasts the future channel

stat. Even with higher SNR values, channel estimation

error are observed as minimal and involved in the recon-

struction of received signals. This leads to satisfactory

performance for the proposed SPCGT approach for channel

estimation in the slow-varying channel. From the BER

analysis of the slow-varying channel, it can be concluded

that the proposed SPCGT provides approximately 20%

reduced BER. From this, it can be concluded that the

proposed SPCGT provides significant performance for

slow-varying channels rather than LS, OMP, and TMSBL-

2.

The analysis of NMSE for the fast time-varying channel

with LM, OMP, and TMSBL-2 is presented comparatively.

The analysis of LS, OMP, and TMSBL-2 stated that its

performance increases drastically after the SNR of 4 dB. In

proposed SPCGT the performance is significant for SNR at

higher levels through effective partitioning of available

antenna array element in the MIMO–OFDM system. The

NMSE comparative analysis for the fast-varying channel

stated that the proposed SPCGT provides approximately

30% minimal NMSE than existing LS, OMP, and TMSBL

-2.

From the analysis, it is observed that NMSE and BER

performance of existing LS and OMP methods are unsat-

isfactory for the estimation of the channel. However,

TMSBL-2 performance is satisfactory rather than LS and

OMP but not significant as proposed SPCGT. In the case of

proposed SPCGT, NMSE and BER measurement declined

drastically, with reduced channel delay. The reduced

channel delay leads to increased gain in the channel. In the

case of the fast-varying channel proposed SPCGT provides

a reduced BER value 30% approximately than existing LS,

OMP, and TMSBL-2.

Fig. 8 Performance of BER for fast time varying channel
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6 Conclusion

MIMO-OFDM technique focused on the estimation of the

time-varying channel for downlink communication. In

order to achieve effective channel estimation SPCGT

model is designed with integration of spatial partitioning

and coalitional game theory. The performance of the pro-

posed SPCGT is evaluated for both fast-varying and slow-

varying channels. The simulation analysis of proposed

SPCGT exhibited that significant for varying SNR levels in

the case of both NMSE and BER. In slow-varying channel

proposed SPCGT NMSE and BER rate is reduced at the

rate of * 15–20% compared with an existing techniques

such as LS, OMP and TMSBL-2. Also, for fast-varying

channel NMSE and BER rate is reduced * 30% of

existing technique LS, OMP and TMSBL-2. This implies

that the proposed SPCGT exhibits effective channel esti-

mation rather than other LS, OMP, and TMSBL-2. In the

future, the proposed model can be applied in real-time

voice call communication for improving the user experi-

ence for 5G communication.
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Summary

Information theory coding is an impressive and most celebrated field of

research that has spawned numerous extremely important solutions to the

intractable problems of secure data communications. Recent advancements in

error control coding methods have seen a huge surge in using low-density

parity-check (LDPC) code-based decoding algorithms to solve imperative

issues related to reliable data transmission and reception. Till date, extensive

research efforts have been consistently being made on LDPC codes which

focus on algorithm-driven and hardware-realization-based approaches. The

main intension of this research work is to provide an extensive systematic elu-

cidation on the recent advancements in LDPC decoding algorithms. In addi-

tion, a thorough performance evaluation and analysis of several outstanding

LDPC decoding techniques is presented. Finally, conclusions are drawn by

summarizing the important research findings, interesting open problems, cur-

rent challenges and broader perspectives for future directions of research.

KEYWORD S

computational complexity, data communication, error control coding, iterative decoding, LDPC

codes

1 | INTRODUCTION

Every few years, the advancement of digital communication systems is aimed at maximizing the transmission efficiency
within the limits of available bandwidth. At the same time, research efforts have been undertaken to facilitate reliable
communication to the consumers by increasing the aggregate bandwidth. However, providing an error free transmis-
sion of data through a communication channel is a difficult task due to constraints such as noise, multipath effects, fad-
ing and distortions. This research issue has attracted many scientists from the diverse backgrounds whose research
efforts led to the advent of several outstanding error control coding schemes. Since their redevelopment in late 1990s,
low-density parity-check (LDPC) codes have inspired a large number of scientists and researchers to pursue research in
the field of error control coding.1 Over the years, owing to the continued research interest in the scientific community,
LDPC codes have gained wide publicity and popularity among the researchers through their theoretical and practical
significance.
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1.1 | Background and motivation

The popularity of LDPC decoding algorithms arises mainly from their characteristic nature of their flexibility and line-
arity to satisfy low complex error correction feasibility requirements.2 The decoding process of LDPC codes begins with
the broadcasting of the soft data among the nodes (check nodes and variable nodes) which are connected through the
edges of the Tanner graph.3 Finally, this iterative process of data broadcasting is halted if the valid codeword is found
or maximum iteration count is attained. The most popular algorithms for decoding LDPC codes in this category are
belief propagation algorithm (BPA),4 sum-product algorithm (SPA),5 min-sum algorithm (MSA)6 and its variants,
namely, normalized min-sum algorithm (NMSA)7 and offset min-sum algorithm (OMSA).8 In literature, there exist
other types of techniques for LDPC decoding such as bit flipping-based schemes which are lately gaining much atten-
tion in the research domain.9,10

In the last few years, soft-decision-based LDPC decoding schemes were widely preferred to minimize the probability
of logic and memory errors to maintain the reliability of data communicated over noise-perturbed channel conditions.
Existing research works on LDPC decoding were oriented towards reducing the overall computation complexity with-
out affecting the decoding stability.11 Then, gradually some improved versions of MSA were proposed using a variation
of error correction factors which led to more effective outcomes in terms of computational costs and coding gain preci-
sion.12,13 The existing studies have demonstrated the practical importance of the LDPC-based decoding algorithms and
its application which is oriented towards the design and development of LDPC decoder prototype modules.14 With
recent advancements in the field of Very Large Scale Integration (VLSI) technology at its prime, many researchers have
successfully demonstrated the importance of reconfigurable LDPC decoders and its applications.15 However, the main
bottleneck in decoder design arises from the need for feasibility and hardware constraints which leads to longer compu-
tation time and complications in design efforts.

Recent studies have proven that the LDPC decoding algorithms can be extended in developing several recon-
figurable decoder prototype designs which can enhance the transmission reliability with minimal design efforts.16 These
decoder designs can offer flexibility both in terms of bit error rate (BER) performance and hardware cost irrespective of
the nature of data transmission. More importantly, in the last decade, flurry of research progress in the context of LDPC
decoding has been carried out. Notably, in recent times, many LDPC decoding schemes have been widely deployed in
several applications ranging from NAND flash memory design,17 watermarking applications18 and satellite communica-
tion.19 The summary of research papers (journal articles) published during the course of the last 10 years pertaining to
LDPC codes is depicted in Figure 1. The database statistics shown in Figure 1 is obtained from the database of Web of
Science. The overall summary of the publication count shows the growing interest among the researcher's and the evo-
lution of LDPC codes for diverse areas of communications.

Thus, motivated by the insights and unexpected challenge faced by the researchers, an amalgamated survey of
LDPC decoding algorithms is presented. This survey article strives to identify, explore and highlight the disparate work
in this domain by creating a thorough overview of LDPC decoding algorithms on the basis of design principles and
error correcting capabilities. Moreover, through this survey, the potential researchers will gain an insight into the basic

FIGURE 1 Overall journal publication count related to LDPC codes published over the years
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concepts of error correcting performance and key features of various LDPC decoding algorithms which suggests possi-
bilities for future work.

1.2 | Contributions

The overall contributions of this work are summarized as follows:

• A comprehensive review of various LDPC decoding algorithms and its key attributes which provides a useful insight
about the unique technical ideas of each algorithm.

• A taxonomy and classification of LDPC decoding algorithms which emphasizes their distinctive research
endeavours.

• A qualitative analysis which demonstrates the error correction capability and computational complexity of various
LDPC decoding algorithms.

• A unified performance evaluation of various LDPC decoding algorithms proposing possibilities for future research.

1.3 | Organization of the paper

This survey article strives to provide a comprehensive review about the state-of-the-art LDPC decoding algorithms
on the basis of working principles and error correcting capabilities. Moreover, through this survey, the potential
researchers will gain an insight into the basic concepts of error correcting performance and applications of various
LDPC decoding algorithms which has been widely preferred and adopted in various communication standards. Sec-
tion 2 introduces the preliminaries and basic procedure of LDPC decoding. In Section 3, a basic overview of issues and
challenges related to various LDPC decoding schemes is provided. Taxonomy of LDPC decoding schemes is provided in
Section 4. In Section 5, a brief review of the state-of-the art BPA-based decoding schemes and features is analysed in a
comprehensive manner. Section 6 presents an overview about the various features of SPA and its improvements. Impor-
tant research works related to MSA-based variants and modifications are discussed briefly in Section 7. The overall per-
formance analysis and complexity comparison of the several state-of-the-art LDPC decoding algorithms are provided in
Section 8. The key findings of this survey are summarized in Section 9. Finally, Section 10 concludes the survey by dis-
cussing the research challenges and future scope of the LDPC decoding techniques. A summary of mathematical nota-
tions used in this work are provided in Table 1.

2 | PRELIMINARIES

In general, LDPC codes are represented using the Tanner graphs (bipartite graph),3 which is the graphical representa-
tion of sparse binary parity-check matrix H. A Tanner graph comprises of two fundamental nodes known as a variable
node unit (VNU) or a bit node unit and check node unit (CNU) or constraint node unit. Each of these nodes are inter-
connected to each other through the edges of the bipartite graph e(i,j). The basic decoding process of LDPC code is
governed by the broadcasting of the a priori message sequence among the nodes of the bipartite graph initially.20 Then,
these messages are computed based on the incoming extrinsic LLR values from the neighbouring nodes. The processed
messages are broadcasted back along the edges of the corresponding nodes. This type of message passing process is car-
ried out until the maximum iteration count is attained or until the required codeword obtained can satisfy the parity
check conditions.20 This decoding methodology is popularly known as a message passing algorithm,21 and it is illus-
trated schematically in Figure 2.

2.1 | The procedure of basic LDPC decoding

The following notations describe the workflow of the iterative message passing process: For a (M,N) LDPC code, let the
set of bit nodes that participate in check node c be denoted as N(c), and set of check nodes in which ν bit nodes partici-
pate be denoted as M(ν). Also N(c)\ ν and M(ν)\ c denote the set N(c) and M(ν) excluding bit node ν and check node c.
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TABLE 1 A summary of mathematical notations and their meaning

Notations Meaning

H Sparse binary parity-check matrix.

e(i,j) Edges of the bipartite graph (Tanner graph).

p0n Represents the probability function.

(M,N) Representation of the parity check matrix.

M Length of the code word.

N Length of message sequence.

N(c) Denotes the set of bit nodes that are connected with the check node c.

M(v) Denotes the set of check nodes that are connected with the bit node ν.

N(c)\v and M(v)\c Denotes the set N(c) and M(ν) excluding bit node ν and check node c.

c , m and Cn(n = 0,1,…,N) Represents the check node bit and set of check nodes.

v and Vn(n = 0,1,…,N) Represents the variable bit and the set of variable nodes (bit nodes).

X̂ = x̂1, ::…, x̂Nf g Output hard decision of the received code word.

Φn,L 0ð Þ
n

The log-likelihood ratio (LLR) value generated from channel output.

yn Channel output information.

σ2 Represents the variance of the channel noise.

βvc , βij and q kð Þ
nm Outgoing a priori LLR information from bit node ν to check node c.

αcv , αij and r kð Þ
mn Outgoing a priori LLR information from check node c to bit node ν.

β ið Þ
v and zj Indicates a posteriori high precision data computed at the each iteration.

α ið Þ
m0n

Updated information broadcasted from check node-to-bit node.

β i−1ð Þ
mn0

Updated information broadcasted from bit node-to-check node.

λn A posteriori LLR value for each bit node v.

x̂:H =0 Termination process of decoding algorithm.

N(m) and M(n) The set of n bit nodes that are connected N(m) and M(n) to m check nodes and the set of m check nodes
that are connected to n bit nodes.

N(m)/n and M(n)/m The set of N(m) and M(n) excluding the bit node n and check node m.

α ið Þ
cv

The message broadcasted from check node m to bit node n at the ith iteration.

β ið Þ
vc and Vi The processed data broadcasted from bit node n to check node m at the ith iteration.

Ĉ:HT =0 Condition for obtaining a valid codeword.

Ĉ= Ĉ1, Ĉ2……, ĈN
� �

The set of processed information sequence.

N1 and N2 Error correction factors employed for error correction.

Ai LLR value of the ith check node.

γ Iteration level for the iterative decoding process.

l(γ) The overall count of the processed check nodes.

L(vj)
i Updated LLR value of jth variable node after the decoding process.

L(vj)
i − 1 Updated LLR value of jth variable node after initialization.

g Girth size (length of the shortest cycle).

si(i = 0,1,…,M − 1) The number of length-g cycles emanating from a check node.

μg The number of length-g cycles emanating through a check node.

�dc The check node degree distribution.

Λm! n(un), L
lð Þ
j!i and βnewij Process of check node unit computational process.

λm! n(un) The process of LLR initialization.

L(U
L

V) The check node computation process using Maclaurin series.
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TABLE 1 (Continued)

Notations Meaning

V The generated test error pattern.

(−1)D(u) The updated LLR value representation.

m! c The outgoing LLR message from c to v.

Sm Denotes the hard decision sequence of the codeword.

Sp The sign bit representation of the incoming message sequence.

Mp , M1 and M2 The magnitude bit representation of the incoming message sequence.

Tm and z The threshold value for hard decision.

±W and ±w The optimized integer values employed in the variable node computation process.

ai and bi The representation of the estimated parameters derived in the ith iteration.

αnewij The updated bit node unit computational process.

eij The erasure bit of the iterative decoding process.

sij The corresponding sign bit.

θ Scaling factor for error correction.

α1 and α2 The magnitude of the SPA and the MSA.

α3 The magnitude of the NMSA which is represented using the probability mass function (PMF).

ϑ Shifting (offset) error correction factor.

ζ The suppression factor for check node updating process..

ϑt The adaptive offset error correction factor.

η The ratio factor for error correction.

Δ Section step size function for updating process.

t Index value for iterative decoding process.

ϑadaptive Adaptive error correction factor.

ξ ið Þ
dc mð Þ

Optimal offset error correction factor for CNU.

ξ ið Þ
dv nð Þ

The optimal bit node offset error correction factor for VNU.

ZV The down scaling factor for the bit node updating process.

S ið Þ
v

The received high precision soft symbol information.

O1 and O2 The optimized down scaling values for the bit node process.

PT Predetermined threshold value for iterative decoding process.

FIGURE 2 An iterative message passing process on a Tanner

graph
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H(i,j) corresponds to the entry of H at the position (i, j). The conventional iterative decoding process is based on the fol-
lowing steps:
Input: The a priori probabilities p0

n =P xn =0ð Þ and p1
n =P xn =1ð Þ=1−p0

n; where n=1,2,..., N.

Output: Hard decision X̂ = x̂1,……,x̂Nf g.

Step 1: Initialization
During the initialization phase of the iterative message process, the check nodes receive the a priori probability from

the neighbouring bit nodes.
For each bit node ν, the log-likelihood ratio (LLR) Φn is computed as

Φn = log
P p0n =0j yi
� �

P p1n =1j yi
� � = 2

σ2
yi, ð1Þ

where, yi denotes the channel output and σ2 represents the variance of the channel noise.
For each (c, ν) � {(i,j) j H(i,j) = 1}, the computation is carried out as

βνc = sign Φnð Þ log 1+ e− Φnj j

1−e− Φnj j

� �
, ð2Þ

where sign(Φn) = {+1 if Φn ≥ 0 and − 1 if Φn < 0}.
Based on the outgoing processed channel information, the bit nodes are initialized in the iterative decoding process.
Step 2: Iterative decoding process
Check node message computation process: In this step, the check nodes broadcast the a posteriori probability

(extrinsic messages) to each of the neighbouring bit nodes. For each check node c and bit node ν, compute

αcν = log
1+ eβ

1−e−β

���� ���� Y
n0�N cð Þ∖ν

sign βνc0
� �

, ð3Þ

where β=
P

n0�N cð Þ∖ν
βνc0
�� �� and α ið Þ

cν is the outgoing a priori LLR information from check node c to bit node ν.

Variable node message computation process: During the course of the iterative message passing process, every
bit node receives new extrinsic messages from more adjacent neighbouring nodes and fine-tunes its initial decision. For
each check node c and bit node ν, compute

βνc = sign Φm,nð Þ�log 1+ e− Φm,nj j

1−e− Φm,nj j

���� ����, ð4Þ

where Φm,n =Φn +
P

m�M νð Þ∖c
αcν0 and βνc is the outgoing information from variable node ν to check node c.

For each bit node ν, the a posteriori LLR λn is updated as

λn =Φn +
X

m�M νð Þ
αcν: ð5Þ

Step 3: Finalization

• A hard decision updating process is performed on λ̂1, ::……, λ̂N
� �

to obtain X̂ = x̂1,……, x̂Nf g such that x̂ = 0 if λn > 0
and x̂ = 1 if λn≤0 where x̂ is the received codeword.
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• The decoding process is terminated if the following condition is met x̂�H =0; otherwise, the decoding process is again
initiated from the check node computation process until the parity-check constraints are satisfied or until the maxi-
mum iteration count is reached.

The above described workflow briefly illustrates the basic decoding steps involved in the iterative message passing
process.

3 | ISSUES AND CHALLENGES OF LDPC DECODING

In recent times, the error correction/detection capability of LDPC codes has been catapulted to the pinnacle of fame
due to their remarkable characteristic features which led to many groundbreaking discoveries.22 Compared to other
coding schemes,23 LDPC codes have proven the ability to facilitate reliable communication even under unreliable chan-
nel conditions.24 However, the formulation of an LDPC decoding algorithm for the current and next generation com-
munication standards is a challenging task. The main hurdle faced by the research community is to impart a potential
in the decoding process to analyse and evaluate the large number of error patterns without increasing the computa-
tional overhead.25 On the other hand, designing of soft-decision-based decoding algorithms which can provide both
flexibility and parallelism is a trivial process.26 Also, the most related works pertaining to LDPC decoding have empha-
sized the importance of convergence rate, which directly determines the outcome of the computational resource
requirement. Therefore, it is absolutely necessary for minimizing the unnecessary decoding delay and time complexity
issues caused by the rate of decoding convergence, which is crucial for the design and development of low-power and
energy-efficient LDPC decoders.27

From the implementation point of view, there is a need for the development of less complex decoding algorithms
which can be completely mapped on to the Instruction Set Architecture (ISA) of the programmable processors.28 Fur-
thermore, these hardware efficient decoding algorithms should offer sufficient parallelism such that their computa-
tional capabilities can be fully exploited. In particular, many recent studies have shown that low complex LDPC
decoding schemes can minimize the critical path delay and routing congestion, which in turn can facilitate high
throughput per silicon area.29 The overall summary of the recent research issues related to the efficient design approach
of LDPC decoding algorithms is shown in Figure 3.

4 | TAXONOMY OF LDPC DECODING ALGORITHMS

By analysing the recent research efforts of eminent researchers, it is conclusive that there still exists a performance gap
for achieving a balance between decoding performance and implementation overhead.30 To overcome this bottleneck
situation, several research proposals were put forward by the research community.22–24 Figure 4 depicts the taxonomy
of soft-decision-based LDPC decoding algorithms. From the taxonomy illustration, LDPC codes are classified into three
main categories, namely, BPA,4 SPA5 and MSA.6 Many dedicated research works were proposed in the last few years to
improve the quality of these standard algorithms which are employed in several applications ranging from flash mem-
ory system design, optical communications and wireless communication systems.

5 | BELIEF PROPAGATION-BASED LDPC DECODING ALGORITHMS AND
ITS IMPROVEMENTS

The BPA4 is one of the most powerful and popular form of message passing scheme. In the BPA-based scheme, the mes-
sage broadcasted along the edges of the Tanner graph is construed as LLR. This decoding scheme is widely considered
to be an outstanding method due to its excellent decoding stability and error rate performances. The decoding steps
associated with BPA are given as N(m) and M(n): the set of n bit nodes that are connected to m check nodes and the set
of m check nodes that are connected to n variable nodes.

N(m)/n and M(n)/m: Denoted as the set of N(m) and M(n) excluding the variable node n and check node m.
α ið Þ
cv : The message broadcasted from check node m to variable node n at the ith iteration.

β ið Þ
vc : The processed data broadcasted from variable node n to check node m at the ith iteration.
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L 0ð Þ
n : The LLR value generated from channel output.

Then, the iterative message passing process of the BPA is illustrated as
Step 1: Initialization
For each iteration i,

L 0ð Þ
n = 2=σ2

� ��yn, ð6Þ

where σ2 and yn denote the variance and received information from the AWGN channel.
Step 2: Check (constraint) node updating process

α ið Þ
cv = log

1+
Q

n0�N mð Þ∖n
tanh

βi−1
mn0
2

	 

1−

Q
n0�N mð Þ∖n

tanh
βi−1
mn0
2

	 

26664

37775: ð7Þ

FIGURE 3 Overview and classification of important issues related to LDPC decoding

FIGURE 4 Taxonomy of LDPC decoding algorithms

8 of 38 KINGSTON ROBERTS ET AL.



Step 3: Variable (bit) node updating process

β ið Þ
vc =L 0ð Þ

n +
X

m0�M nð Þ∖m
α ið Þ
m0n, ð8Þ

β ið Þ
v =L 0ð Þ

n +
X

m0�M nð Þ
α ið Þ
m0n: ð9Þ

Step 4: Termination process
During the decoding process is going to be terminated, whenever the valid codeword is received, that is, Ĉ:HT =0.
Let Ĉ= Ĉ1, Ĉ2:……ĈN

� �
denote the coded sequence

where Ĉi =
0, Li ≥ 0

1, Li <0

�
: ð10Þ

This scheme is shown to exhibit outstanding error correcting characteristics which are relatively close to Shannon's
theoretical boundaries.31 But one of the practical difficulties of this algorithm is the complexity associated with the
hardware implementation which requires more computational processing units. This research problem laid the founda-
tion to the formulation of many BPA-based decoding algorithms which can support message passing of multiple nodes
concurrently without degrading the error rate performance.

5.1 | DE-based BPAs and improvements

In the early 2000s, the reference works of Chen and Fossorier reported a new stepwise approach for decoding LDPC
codes.32 This new approach induced a widespread travail, among the researchers. Inspired by these research ideologies,
many novel schemes were proposed by various eminent researchers which revolutionized the design, development and
practical realization of LDPC-based decoding algorithms.33,34 The most significant contribution of this work is the con-
cept of employing scaling and shifting correction factors to correct the channel errors. These error correction factors
significantly minimized the computational overhead of the conventional BPA.4 A research team led by Yazdani and co-
workers further investigated and proposed few modifications to the BPA, and they named it as improved BPA (IBPA).35

They reported that it is possible to minimize the error propagation in the density evolution (DE)-based BPA schemes by
employing multiplicative and additive error correction factors. These new error correction factors improve the decoding
performance by minimizing the overestimation issues which are often associated with the reliability of outgoing LLR
information at the VNU. The improved VNU updating process of this scheme is given as

β0 ið Þvc = β ið Þ
vc ×N1, ð11Þ

jβ0 ið Þvc
	 


=
β ið Þ
vc j −N2 β ið Þ

vc > N2

β ið Þ
vc j β ið Þ

vc ≤N2

(
, ð12Þ

where N1 and N2 are correction factors whose values (0.94 and 0.2) are fixed at a constant value throughout the course
of the iteration process. Compared with DE-based BPA schemes,32,33 this IBPA demonstrates improved the error cor-
recting performance with less computational complexity.

5.2 | Reduced complexity BPA using layered decoding approach and its enhancement

The recent advancements in the field of communication systems require efficient channel coding techniques to facili-
tate stable transmission under extreme noisy channel conditions. An improvement to BPA algorithm using layered
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decoding approach was proposed by Hocevar of Texas Instruments.36 This novel approach for BPA is proposed with an
objective to achieve faster decoding convergence, which in turn facilitates a high degree of parallelism for effectual
hardware realization. One of the key features of this algorithm is its flexibility and simplicity during the message pass-
ing phase which is associated with multiple nodes of the bi-partite graph. A further benefit of this layered approach is
its potential to minimize the total number of hardware resources for layered message passing scheme by 50% when
compared to BPA.

Zhang et al, proposed an improvement to the layered decoding approach of BPA using check-node lazy scheduling
approach.37 In this novel method, the decoding process of CNU computation involves skipping of check nodes if the
reliability precision exceeds a certain threshold level. This algorithm is shown to achieve up to 30% reduction in overall
iteration count required to correct the errors introduced by the noisy channel conditions. Furthermore, the decoding
stability of this scheme is better than the layered BPA36 since the unwanted check nodes are not included in the itera-
tive decoding process. The decoding steps of this scheme are described as

tanh
βi−1
mn0

�� ��
2

 !
= tanh jAijð Þ, ð13Þ

where

Ai = ln
P yi =0ð Þ
P yi =1ð Þ
� �

, ð14Þ

where Ai represents the LLR value of the ith check node. Using the Gaussian approximation methodology, this
approach effectively minimizes the iteration levels γ. Also, γ = argmin{l(γ)}, where l(γ) corresponds to the number of
processed check nodes, which can attain same BER as that of BPA.4 When the (Ai > γ) condition is satisfied, the check
node updating process is skipped. This in turn minimizes the time requirement for check node computation process
considerably.

5.3 | Dynamic scheduling strategy-based BPA

Besides the superior error correcting performance, the conventional BPA has a slow convergence rate, which usually
affects the computation time required to correct the channel errors with minimal decoding cycles. Liu et al in 2015 pro-
posed a new dynamic scheduling strategy for belief propagation decoding.38 This new decoding technique strives at
enhancing the convergence speed by suppressing the oscillating variable nodes without introducing additional numeri-
cal instability. In this formulated approach, the variable node reliability measure is computed by re-calculating the LLR
value. The LLR value of the jth variable node is re-computed as

L vj
� �i L vj

� �i−1
+ L vj
� �i

, ð15Þ

where L(vj)
i − 1 represents the LLR value of jth variable node before updating and L(vj)

i represents the LLR value of jth

variable node after computation is updated. Through simulation results, the authors concluded that this scheme not
only exhibits better convergence speed but also is shown to have excellent error correcting features.

5.4 | An exponential factor appearance probability-based BPA

Kadi et al, in 2015 investigated and reported an advanced version of BPA, which can mitigate the effects of latency
based irregularities to further enhance the decoding convergence rate.39 This version of BPA incorporates two modifica-
tions for both the CNU and VNU updating process. The first modification is carried out by re-weighting the check
nodes of the Tanner graph during the message passing process. Later, the updated message broadcasted to the VNU is
exploited using the exponential factor for each short cycle. The decoding steps of this scheme are initiated by

10 of 38 KINGSTON ROBERTS ET AL.



calculating the short cycle or girth ‘g’ in the given code si(i = 0,1,. …,M − 1) and followed by an iterative message pass-
ing process

ρi =exp −
si

k × μg

 !
, ð16Þ

αij =
Y

j0�V ið Þ∖j
sign β0ij

	 

×ϕ

X
j0�V ið Þ∖j

ϕ β0ij
��� ���	 
0@ 1A, ð17Þ

αij =
Y

j0�V ið Þ∖j
sign β0ij

	 

×ϕ

X
j0�V ið Þ∖j

ϕ β0ij
��� ���	 
0@ 1A, ð18Þ

βij = λj +
X

i0�C jð Þ∖i
ρi0αi0j, ð19Þ

zj = λj +
X

i0�C jð Þ∖i
αi0j: ð20Þ

This decoding scheme is experimentally proven to be compatible for both regular and irregular LDPC codes.
Through simulation results, this decoding methodology is shown to outperform the dynamic scheduling-based BPA38

in terms of convergence rate and decoding stability.

5.5 | High-performance BPA algorithm

Recently, Karimi-Lenji et al proposed an improvement to the DE-based BPA scheme using optimized error correction
factors.40 This novel decoding approach adopts both the multiplicative and additive error correction factors in the VNU
computing process of the BPA algorithm. The decoding process of this methodology is given as

β0 ið Þvc
	 


k>1
= β ið Þ

vc ×
log SNRð Þ
2log kð Þ

� �
�N1

, ð21Þ

where k is the maximum iteration count of the decoding process

β0 ið Þvc
	 


k>1
=

β ið Þ
vc +

2
log SNRð Þ β

ið Þ
vc < −2N2

β ið Þ
vc −2N2≤β ið Þ

vc≤−2N2

β ið Þ
vc −

2
log SNRð Þ β

ið Þ
vc > −2N2

8>>>>><>>>>>:
, ð22Þ

where N1 and N2 indicate the error correction factor employed in the CNU computation process whose values are fixed
at 0.94 and 0.2, respectively.

Also, in this algorithm formulation, the error correction factors are assumed as a constant value throughout the iter-
ative message passing process. The experimental results show that this scheme can achieve maximum coding gain
improvement of 0.6 dB when compared with the other variants of BPA.32–35 However, the introduction of error correc-
tion factor increases the computation complexity by a modest level, which requires simple arithmetic and logical opera-
tion in the VNU updating process.
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5.6 | Shuffled BPA using an information fixed scheduling method

Aslam et al41 introduced a novel information fixed scheme for BPA-based decoding scheduling of LDPC codes. This
scheme focuses on improving the convergence rate of the conventional BPA by careful selection of reliable variable
nodes. These variable nodes are chosen by observing the total number of updated neighbouring nodes in the Tanner
graph. Then, the processed, high-precision data are then updated in a single-decoding iteration. Thus, the error correc-
tion, speed as well as decoding convergence rate are enhanced. The CNU updating process of the BPA4 is denoted as

α ið Þ
cv =2tanh−1

Y
n0�N mð Þ∖n

tanh
β i−1ð Þ
mn0

2

 !0@ 1A: ð23Þ

The above equation can be modified using the difference between the message propagation achieved in the current
and the previous iteration to formulate the CNU computation of the shuffled BPA

α ið Þ
cv =2tanh−1

Y
n0�N mð Þ
m< n

tanh
β ið Þ
mn0

2

 !0BBBB@
1CCCCA:

Y
n0�N mð Þ
m> n

tanh
β i−1ð Þ
mn0

2

 !0BBBB@
1CCCCA: ð24Þ

The modification incorporated in the above equation improves the convergence speed significantly. Also, this
scheme when compared with BPA is shown to achieve a convergence speed improvement of 20% and 45% for both the
regular and irregular LDPC codes, respectively.

5.7 | Edge-based dynamic scheduling for BPA and its improvement

In 2016, Aslam et al proposed a new BPA using e-flooding and e-shuffling schedules for decoding LDPC codes.42 The
main objective of this novel BPA is to lower the computational complexity without mitigating the convergence rate.
This is accomplished by monitoring and updating only the nonconverged nodes using reliability threshold instead of
updating all the nodes in the single iteration. Thus, the error correcting performance is improved to a greater extent
without exhibiting the error floor behaviour.

Xie in 2018 proposed an improvement to the edge-based dynamic scheduling for BPA in his research work.43 In this
work, the author minimizes the CNU complexity overhead of the former method by introducing a new computation
process to calculate the reliability threshold. The new modified threshold calculation is given as

p Type−2ð Þ= 1−
eΛ

1+ eΛ

� ��dc
" #

1
2
−
1
2

Y�dc
i=1

1−
2eΛ

1+ eΛ

� �" #
, ð25Þ

p Type−3ð Þ= eΛ

1+ eΛ

� ��dc 1
2
−
1
2

Y�dc
i=1

1−
2eΛ

1+ eΛ

� �" #
, ð26Þ

p Type−2ð ÞjΛ= τ = p Type−3ð ÞjΛ= τ, ð27Þ

p Type−2ð Þ
p Type−3ð Þ = γ, ð28Þ

τ= ln
1

1+ γð Þ
	 
1=�dc

1− 1
1+ γð Þ

	 
1=�dc
0B@

1CA: ð29Þ

12 of 38 KINGSTON ROBERTS ET AL.



From the simulation results, it is evident that the improved version not only achieves a faster rate of convergence
but also exhibits outstanding decoding stability which is suited for many high speed wireless communication systems.

6 | SUM-PRODUCT-BASED DECODING ALGORITHMS FOR LDPC CODES

6.1 | Sum-product algorithm

The main drawback of BPA-based decoding schemes is the requirement of logarithmic and multiplicative computations
while updating the check node computation. To overcome this drawback, Kschischang and his research team proposed
a new variant of BPA, which is popularly known as the SPA.5,44 In this novel approach, computational overhead is min-
imized by replacing complicated multiplications with less complex addition operations. One of the major significant
improvements of SPA when compared to BPA4 is the representation of input and output probabilities using log-domain
representation. In the recent times, many advanced schemes using SPA were proposed with an objective to implemen-
tation complexity without degrading the error rate performance. The CNU updating process of the conventional SPA
can be denoted as

α ið Þ
cv =2

Y
n0�N mð Þ∖n

sign yið Þ
0@ 1A:tanh−1

Y
n0�N mð Þ∖n

tanh
2 yij j
σ2

� �0@ 1A: ð30Þ

However, the bit node updating process of the SPA remains the same as the BPA, the error correcting performance
and computational overhead remain as a challenging task from the hardware implementation point of view.

6.2 | Modified SPA

The conventional SPA is also well known as the log-domain version of BPA. This variation of BPA has reduced compu-
tational complexity due to utilization of less complex arithmetic operations during the CNU updating process. A modi-
fied version SPA was introduced by Papaharalabos and his research team.45 This algorithm proposes two new
modifications to the hyperbolic tangent (tanh) function and its inverse function (tanh−1). The modified computation
process is shown below

tanhmod xð Þ= tanh xð Þ, if xj j< x0
sign xð Þ tanh x0ð Þ, if xj j≥x0

�
, ð31Þ

tanh−1
mod xð Þ= tanh−1 xð Þ, if xj j< x0

sign xð Þ tanh-1 x0ð Þ, if xj j≥x0

(
: ð32Þ

Through this modified computation, a maximum coding gain improvement of 1 dB can be achieved when compared
with SPA.44 Furthermore, this algorithm is shown to minimize the decoding complexity by lowering computational
overflow which occurs during the iterative message passing process.

6.3 | New SPA using an approximation method

In an attempt to achieve a good trade-off between implementation complexity and error rate performance a new
SPA algorithm using an approximation method was proposed by Han and Sunwoo.46 This decoding scheme lowers
the implementation complexity by replacing multiplication and division operations with addition and subtraction
operations, respectively. Furthermore, refraining from the computational use of conventional hyperbolic tangent
based operations, two different quantization tables are proposed. The modifications carried out in this scheme is shown
below
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Step 1: LLR initialization

λn!m unð Þ= L unð Þ
2

: ð33Þ

Step 2: CNU computation process

Λm!n unð Þ=
Y

n0�N mð Þ∖n
sign λn0!m un0ð Þ½ �:tanh−1 exp

X
n0�N mð Þ∖n

ln tanh λn0!m unð Þj j½ �ð Þ
8<:

0@ 1A, ð34Þ

ln tanh xð Þ½ �= ln
ex−e−x

ex + e−x

� 

, ð35Þ

tanh−1 exp xð Þ½ �= 1
2
ln

1+ ex

1−ex

� 

: ð36Þ

Through experimental results, this scheme is shown to achieve a maximum of 0.8 dB coding gain improvement with
minimized complexity when compared with SPA.

6.4 | Simplified SPA for LDPC decoding

A new methodology which simplifies the check node updating complexity of the conventional SPA algorithm was intro-
duced by Papaharalabos and Mathiopoulos in 2009.47 The main ideology behind this decoding scheme is to introduce a
new scaling factor to process the decoder's extrinsic information. The novel CNU computation process of this scheme
using Maclaurin series can be expressed as

L U
M

V
	 


’ sgn L Uð Þf gsgn L Vð Þf gmin L Uð Þj j, L Vð Þj jf g+

max 0, log2−
1
2
L Uð Þ+L Vð Þj j

� �
−max 0,log2−

1
2
L Uð Þ−L Vð Þj j

� �
,

ð37Þ

where U and V are two statistically independent binary random variables.
The above mentioned CNU updating process can be further modified to enhance the decoding performance by

employing normalized or offset correction factor. Furthermore, the authors stated that this scheme can lower imple-
mentation complexity to a greater extent since it requires only simple adder and comparator circuits instead of LUTs.
The experimental results prove that the simplified SPA can achieve coding gain efficiency up to 0.2 dB when compared
to computation other variants of SPA.45,46

6.5 | On combining chase-2 algorithm and SPA for LDPC codes

The computation of check node updating process using hyperbolic tangent function is a trivial task. Many research
works oriented towards lowering the complex numerical computation were proven to perform exceptionally well for
different types of LDPC codes.45–47 One such novel SPA-based scheme was introduced by Tong and Zheng.48 These
researchers introduced a new concept of employing Test error patterns (TEPs) in the check node updating process of
the conventional SPA.44 These TEPs were adopted from the well-known chase-2 algorithm. The modified hyperbolic
tangent process of this decoding scheme is given as

tanh
mc!v

2

	 

=

Y
u�N cð Þ\V

−1ð ÞD uð Þ Y
w�N cð Þ∖V,w≠v

tanh
mw!c

2

	 

, ð38Þ
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where V is the generated TEP and (−1)D(u) is the LLR value representation.
In the novel decoding process, if the SPA algorithm employed fails to output the valid codeword then instead of increas-

ing the iteration count using SPA, the chase-2 algorithm is employed. Then, in the error correction process, the chase-2
algorithm corrects the erroneous bits using the given threshold by calculating the low-weight syndromes. Moreover, the
TEPs generated by syndrome calculation perform bit-flipping to correct the erroneous bits without affecting computational
complexity. Through experimental simulations, the authors demonstrated that this modified SPA has better decoding sta-
bility without exhibiting error floor characteristics. Also, through the comparison of iteration count, this novel SPA is
shown to utilize minimal decoding iterations to achieve BER performance close to the conventional SPA.

6.6 | FFT-based SPA

In 2015, Roberts and Jayabalan proposed a new SPA-based decoding scheme using fast Fourier Transform (FFT).49 In
this scheme, the check node computation using the hyperbolic tangent scheme is replaced with FFT using time-shifting
property. Also, the modification is carried out in the variable node updating process using optimized integer constant.
The modified check node and variable node computation process are expressed as

r kð Þ
mn =

Y
i�N mð Þ∖n

sign yið Þ�FFTh
−1

Y
i�N mð Þ∖n

FFTh
2 j yi j
σ2

� �0@ 1A, ð39Þ

q kð Þ
nm = q

0
nm +

X
m�M nð Þ

1−2 Sm
McCn

	 
	 

�FFTh

−1
X

i�N mð Þ∖n
FFTh

2 j yi j
σ2

� �0@ 1A, ð40Þ

where Sm =
PN−1

n=0
hm,n�cCn mod2ð Þ, for m= 1,2,.....,M and cCn denote the hard decision of the received sequence.

q kð Þ
n = q

0
nm +

X
m�M nð Þ

1−2 Sm
M

Z kð Þ
n

	 
	 

�FFTh

−1
X

i�N mð Þ
FFTh

2 j yi j
σ2

� �0@ 1A ð41Þ

where Z kð Þ
n =0 if q kð Þ

n ≥0 and Zn =1 if q kð Þ
n <0.

The advantage of utilizing the FFTh function is to lower the computation time required to process large number of
information bits. Furthermore, by employing optimized integer constants found through heuristic simulations in the
variable node updating process improves BER performance convincingly when compared with other studies.45–47 The
simulation results indicate that the overall coding gain performance achieved by this scheme is ranging from 0.04 to
0.046 dB. Furthermore, the total arithmetic operations required to correct the channel error are reduced up to 67%.

Basically, the hardware realization of SPA algorithm is a challenging task. Many researchers have tried to overcome
the difficulties of the SPA algorithm by trying several modifications to the check and bit node message computation
process. But still, for the advanced communication systems, the complexity associated with the computational require-
ment needs to be explored further to minimize the error propagation and numerical instability. Therefore, achieving a
balanced trade-off between error rate performance and cost of implementation still remains as an open challenge for
BPA- and SPA-based algorithms.

7 | MIN-SUM APPROXIMATION-BASED DECODING ALGORITHMS

7.1 | MSA for LDPC decoding

With the growing demand for Gbps wireless systems, increasing day-by-day, the need for hardware efficient decoding
algorithms has become one of the most researched areas in the field of error control coding. From the VLSI implemen-
tation perspective, the design of low complex decoding algorithms for LDPC codes should have minimized computation
complexity with acceptable decoding performance. One of the most popular decoding algorithms satisfying the con-
straints for the design of area and power efficient decoding architectures is known as the MSA.6 This algorithm is
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formulated using the max-log approximation technique in the check node message computing process of the conven-
tional BPA.4 The check node computation methodology of the MSA is shown as

α ið Þ
cv =

Y
n�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

× min

n�N mð Þ∖n
β i−1ð Þ
mn0

��� ���	 

: ð42Þ

However, the variable node and hard decision message updating process is similar to that of BPA. From the hard-
ware realization perspective, the MSA has less sensitivity for finite word length implementation, and also, the computa-
tions for iterative message passing can be carried out using only additions and multiplications. On the other hand, the
only shortcoming of MSA is the decoding stability and BER performance, which is found to be very inferior compared
to BPA and SPA.

7.2 | Modified 2-bit MSA

Besides the less hardware complexity, error detecting/correcting performance of MSA6 is not suitable to meet the require-
ments of high data rate transmissions.50 Therefore, to enhance the decoding stability with a faster rate of convergence,
many research personnel and scientists all over the world introduced many improved versions of MSA.50,51 In 2012,
Chandrasetty and Aziz proposed a modified MSA which uses the intrinsic message quantization technique.52 The novelty
of this decoding algorithm is that it modifies both the variable node and check node computing operations to reduce the
extrinsic message length in LDPC decoders. To accomplish this task, this scheme incorporates simple logical ‘AND’ com-
putation logic by replacing the conventional comparator approximation operation in the CNU updating process.

α ið Þ
cv = Sp ×Mp

� �
, ð43Þ

where Sp and Mp represent the sign and magnitude bit of the incoming message sequence and which is formulated by
the following expressions:

Sp =V sð Þ
1

M
V sð Þ

2

M
::…
M

V sð Þ
l 8l≠k

Mp =V mð Þ
1 &V mð Þ

2 &::…&V mð Þ
l 8l≠k

ð44Þ

Also, in the VNU updating process, high-precision addition operation is utilized by eliminating scaling process. The
VNU computation process is described as

Vi = g LLRn +
X
j≠i

f Cj
� � !

, ð45Þ

g yð Þ=

01 if, y >Tm

00 if,0≤ y ≤ Tm

10 if,0 > x ≥ −Tm

01 if, x < −Tm

8>>><>>>: , ð46Þ

where Tm is the threshold

f xð Þ=

+W if, x=01

+w if, x=00

−w if , x=10

−W if , x=11

8>>><>>>: , ð47Þ
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where ±W and ± w indicated optimized integer values employed in the variable node computation.
Through hardware implementation and experimental simulation carried out in Xilinx Virtex 4 (XC4VLX200) FPGA,

this algorithm is shown to achieve improved BER performance with minimized hardware complexity than the original
MSA.6

7.3 | A self-adaptive termination check scheme based on MSA

A new strategy for min-sum decoding using self adaptive termination check was proposed by Cho and Chung in the
year 2017.53 The decoding technique adopted by this scheme is to minimize the interconnect complexity by com-
pressing the intrinsic message using the difference obtained between first two minimum values. The modified check
node computation process is given as

L lð Þ
j!i =

Y
i0�Vj∖i

sign L lð Þ
i0!j

	 

:min
i0�Vj∖i

L lð Þ
i0!j

��� ���, ð48Þ

where C2Vmessage = {sign bits, 1stminvalue, 2stminvalue, Δmin = 1stminvalue - 2stminvalue} Compute delta - minima
using,Δmin values of C2Vmessageif(delta - min < Δminboundand l < max_iteration).

Furthermore, the VLSI implementation results show that the self-adaptive termination scheme has negligible hard-
ware overhead with 7% increased decoding speed. Hence, this type of scheme is most suitable for advanced communica-
tion standards which require minimal power dissipation and enhanced decoding speed.

7.4 | LMMSE-based MSA

A new decoding algorithm which can improve the decoding performance of the conventional MSA significantly with-
out increasing the hardware complexity was proposed by Wu et al in 2014.54 This algorithm uses linear minimum mean
square error (LMMSE) estimation criterion55 to combine C2V message magnitude of both SPA and MSA, respectively.
Then, this estimated parameters are determined using a popular search technique known as Golden-Section Search
(GSS).56 The decoding steps of this scheme are illustrated as

M1 =ψ
X

n�N mð Þ∖n
ψ β i−1ð Þ

mn0

��� ���
0@ 1A, ð49Þ

M2 = min
n�N mð Þ∖n

β i−1ð Þ
mn0

��� ���	 

: ð50Þ

Let M1 and M2 indicate the check to variable node message broadcasting magnitude of the BPA and MSA. Based on the
parameter estimation theory, the M1 function is derived from M2. Let ψ(x) = log(ex+1/ex − 1), M̂1 denotes the estimated
value of M1, as shown below.

M̂1 =max aM2−b,0ð Þ, ð51Þ

M̂1 =max 1:087a1M2−0:936b1,0ð Þ, ð52Þ

where ai and bi represents the estimated parameters derived in the ith iteration.
Compared to other conventional decoding approach,6,50,53 this scheme is shown to achieve coding gain improve-

ment in the range of 0.3 to 0.5 dB with minimized computational complexity. This algorithm is implemented in Altera
cyclone FPGA (EPICZ0F40017) using its intellectual property core. The implementation results show that it can save
more logical and hardware resources with a moderate increase in the decoding delay.
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7.5 | Self-corrected min-sum decoding algorithm

For efficient hardware implementation of LDPC decoders, memory plays a crucial role as it contributes to the overall
size, power dissipation, throughput and computation times. Therefore, there is a need to minimize the overall memory
accessing bits per iteration count. This in turn will enhance the convergence rate and decoding stability. In 2015,
Boncalo et al introduced a new self-corrected MSA for memory trade-offs in LDPC decoders.57 This method proposes
two modified algorithms to overcome the drawbacks of memory consumption and routing complexity. The overall
decoding steps of this scheme are given as follows.

Variable-node message computation process:

αnewij =
Y

k�H ið Þ∖j
snewik

0@ 1A×min βSCik
� �

,8i�ML,8j�H ið Þ: ð53Þ

Check node message computation process:

βnewij =~γoldi −αoldij ,8i�ML,8j�H ið Þ, ð54Þ

enewij = ~eoldij
	 


: snewij

M
soldij

	 

,8i�ML,8j�H ið Þ, ð55Þ

where eij is the erasure bit and sij is the corresponding sign bit

βSCij = enewij =1
	 


?0 : βnewij ,8i�ML,8j�H ið Þ ð56Þ

where ‘?’ is the conditional operator.
LLR message updating process:

~γnewi = βnewij + αnewij ,8i�ML,8j�H ið Þ ð57Þ

These conventional steps of this algorithm are modified in such a manner it results in two new variants. In the first
variant of the algorithm, the sign bits are discharged from the check-to-variable computation process. Therefore, the
requirement for storing sign bit of is eliminated. This results in the overall reduction of memory bits during the finite
word length implementations.

sign αoldij

	 

=
M

soldik ð58Þ

βnewij =~γoldi −αoldij ð59Þ

enewij = ~eoldij
	 


: snewij

M
soldij

	 

ð60Þ

βSCij = enewij =1
	 


?0 : βnewij ð61Þ

In the second variation of the algorithm, a novel self-correcting rule is introduced to discard the erasure bit. Hence,
the hardware implementation results of this scheme indicate that up to 20% of the hardware resources are saved using
this novel self-corrected min-sum.

sign αoldij

	 

=
M

soldik ð62Þ
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βnewij =~γoldi −αoldij ð63Þ

eestij = αmin1j j=0ð Þ?1 : 0 ð64Þ

enewij = ~eestij

	 

: snewij

M
soldij

	 

ð65Þ

βSCij = enewij =1
	 


?0 : βnewij ð66Þ

Finally, through hardware implementation, this novel self-corrected MSA is shown to consume less number of
hardware resources, at the same time achieves better decoding performance due to minimized error propagation.
Hence, this algorithm is very much suitable for multi-Gbps-based communication systems which require simple arith-
metic optimization to minimize the critical path.

7.6 | NMSA for LDPC decoding

One of the widely adopted near-optimum min-sum-based decoding algorithm is known as scaled or NMSA.58 This ver-
sion of the MSA introduces a scaling factor θ to approximate check-to-variable (C2V) message magnitude. The general
value of normalization factor is generally fixed at 0.75. The check node updating process of NMSA can be denoted as

α ið Þ
cv = θ×

Y
n�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

× min

n�N mð Þ∖n
β i−1ð Þ
mn0

��� ���	 

⎵

Lv,min

: ð67Þ

This version of MSA using error correction factor not only improves the decoding stability but also minimizes the
error propagation. Furthermore, this version of MSA is most widely preferred for the design of LDPC decoders suitable
for various wireless standards.59

An improvement to conventional NMSA was proposed by Oh and Parhi.60 In this improved version, the authors
employed two normalization factors instead of a single normalization factor. The novelty of this scheme is that it
employs different normalization factors separately for first minimum and second minimum messages. The decoding
process for CNU update using modified scaling factor is given as

θ=
θ1 ; if Lv,min = firstmin:message

θ2 ; if Lv,min = secondmin:message

�
: ð68Þ

This algorithm is proven efficient when validated with both regular and irregular types of LDPC codes. For the ease
of hardware implementation, the proposed scheme is implemented with finite word length using a novel non-uniform
quantization scheme. The implementation results demonstrate that this methodology can reduce the memory con-
sumption and area efficiency by 20% and 8% respectively, compared with the conventional decoder architectures.

7.6.1 | Simplified 2D-scaled MSA

Cho et al61 proposed an improvement to the Oh and Parhi scheme.60 This improved version involves upgrading of the
scaling factor which is approximated by estimating the difference between the first minimum message and second min-
imum message magnitudes. The main advantage of this scheme compared to former version is that it can lower the
computational complexity further by replacing multiplication operations with simple addition and shift operations. The
decoding steps of this scheme are given as
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min
n�N mð Þ∖n

β i−1ð Þ
mn0

��� ���= θ1 ×min2,if index of min1= i

θ2 ×min1, otherwise

� �
, ð69Þ

where θ1 = 0.75 and θ2 = 0.875.
These error correction factor values can be implemented in hardware using a combination of simple addition and

shift operations as shown below

0:75× y= y=2ð Þ+ y=4ð Þ, ð70Þ

0:875× y= y=2ð Þ+ y=4ð Þ+ y=8ð Þ, ð71Þ

where y is the channel output.
The simulation results show that the proposed algorithm with two-dimensional scaling factor can outperform other

MSA-based schemes,52,5358,60 in terms of decoding performance and complexity. Most importantly, this scheme is
shown to perform well for both regular and irregular LDPC codes irrespective of their code rates.

7.6.2 | NMSA using order statistics

Xue et al proposed a modified NMSA using order statistics to improve the BER performance without introducing any
additional hardware overhead.62 The novelty of this algorithm is utilization of two normalization factors concurrently
without introducing any numerical instabilities for the approximation of the check node computation output. Out of
the two normalization factors, the first normalization factor is employed for the first minimum position, and the second
normalization factor is employed for the rest of the positions. The modified check node computation step is elaborated
as

α ið Þ
cv =

Q
n0�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

: min1
n00�N mð Þ

β i−1ð Þ
mn00

��� ���n≠indexmQ
n0�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

: min2
n00�N mð Þ

β i−1ð Þ
mn00

��� ���n= indexm

8>><>>: : ð72Þ

Then, the upgraded normalization factor is represented as

α1 =
E jα21jð Þ
E jα11jð Þ ,α2 =

E jα22jð Þ
E jα12jð Þ : ð73Þ

If the condition n = indexm is satisfied, the variables α21 and α11 are obtained from the equation Equations 72
and 30, respectively. Else n ≠ indexm is satisfied, the notations α22 and α12 are obtained from Equations 72 and 30,
respectively.

The normalization factors employed in the check node computation process are obtained using the theory of order
statistics.63 Moreover, the implementation results of this scheme illustrate that modified normalized algorithm con-
sumes fewer number of hardware resources while exhibiting superior error correcting performance.

7.6.3 | Improved normalized min-sum decoding algorithm using DE scheme

DE is an efficient probabilistic analysis technique64 which is used to comprehend and realise the demarcations of LDPC
decoders. In 2017, Wang et al proposed a new proposition for LDPC decoding using DE.65 The researchers envisioned a
new approach using DE theory to compute the probability density function of the C2V message updating process. In
addition, a new normalization factor ‘θi’ is formulated using the weighted average of the conventional SPA and normal-
ized MSA schemes. The following are the decoding steps associated with this scheme:
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where α1 and α2 denote the magnitude of the SPA and the MSA, respectively. Also, dc denotes the check node degree.
Then, by using the DE technique, the expression of NMSA can be expressed as

E jα3jð Þ= θ×E min
n�N mð Þ∖n

β i−1ð Þ
mn0

��� ���� 

E jα3jð Þ= θn ×E Xð Þ= θn ×

X
i

i×P x= ið Þ,
ð76Þ

where α3 denotes the magnitude of the NMSA which is represented using the probability mass function (PMF).
Finally, the new upscaled normalization factor is obtained as

θi =

E jα1jð Þ
E jα2jð Þ , i=1

E jα1jð Þ
E jα3jð Þ , i≥2

8>><>>: : ð77Þ

This newly formulated normalized (scaling) factor utilized under different SNR conditions is shown to achieve a maxi-
mum coding gain improvement of 0.2 dB compared with NMSA. Furthermore, the hardware implementation of this scheme
can save up to 24.57% of logic elements and 34.33% of memory resources when compared with LMMSE-based MSA.54

7.7 | OMSA for LDPC decoding and its improvement

One of the challenging tasks faced by the research community with the decoding of LDPC codes is the process of
improving the inferior error-correcting performance of MSA. The research work conducted by Zhao and co-workers
introduced a new concept of employing a fixed shifting (offset) correction factor ϑ for the check node updating rule of
the MSA.66 This modified approach is shown to lower error propagation and magnitude overestimation issues which in
turn improve the decoding performance. The check node computation operation of OMSA can be described as

α ið Þ
cv =

Y
n�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

: max
n�N mð Þ∖n

minβ i−1ð Þ
mn0

��� ���−ϑ,0
	 


: ð78Þ

The value of offset correction factor is generally fixed at 0.15. A unique advantage of OMSA is not only the flexibility
for hardware implementation but also provides a reliable error rate performance at both error floor region and cliff
region. However, the conventional OMSA has its correction factor fixed throughout the decoding process. Hence, the
memory consumption requirement to store the processed data during each iteration increases.

To address this issue, Xiaofu Wu et al proposed a new adaptive OMSA which uses an improved offset error correc-
tion factor.58 In this modified version, the offset error correction factor can be adjusted according to the check node
degree distribution. The CNU message updating process is given as follows:

α ið Þ
cv =

Y
n0�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

:max min

n0�N mð Þ∖n
β i−1ð Þ
mn0

��� ���−ξ,0

� �
, ð79Þ

where ξ = (1+ζ). ϑ denotes the modified offset correction factor and ζ denotes the suppression factor.
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This algorithm is shown to achieve excellent decoding performance without enhancing computational complexity.
Furthermore, a suppression factor is employed in the check node updating process along with the offset correction fac-
tor to minimize the error propagation without introduction additional complex computational operations.

7.7.1 | Adaptive OMSA

The more efficient adjustment to the adaptive offset error correction factor was introduced by Ming Jiang et al.67 This
research work introduces a new offset error correction factor which is obtained through sectionalized normalized
method. The decoding process of this algorithm is given as

ϑt = η:Δ min
n�N mð Þ∖n

β i−1ð Þ
mn0

��� ���=Δ� 

, ð80Þ

where ϑt is the adaptive offset correction factor. Also, η represents the ratio factor and is formulated as (η = 1 − θ) and
Δ denotes section step size whose value is fixed at 0.8.

Compared with conventional OMSA, this decoding scheme requires an additional one left shift operation and a
LUT of length 8. Then, the adaptive error correction factor is formulated as shown below

ϑt =
1−θð Þ
2

× t=
0:1t, t� 1,7½ �
0:8, t� 8,∞½ �

�
, ð81Þ

where index t is obtained using the expression

t= 2 min
n�N mð Þ∖n

β i−1ð Þ
mn0

��� ���� 

: ð82Þ

These adaptive offset correction factor values are computed and stored in a table initially before the decoding pro-
cess is initiated. The simulation results indicate that this AOMSA algorithm outperforms OMSA and NMSA convinc-
ingly. However, in the bleak side, the AOMSA has a small increase in the computational complexity due to the
requirement for utilizing LUTs and additional shift operations.

7.7.2 | A modified OMSA for LDPC decoding

Another modification to OMSA was proposed by Xu et al in 2010.68 This work introduces a new modified offset correc-
tion factor which is obtained by exploiting the features of NOMSA. Through this methodology, an adaptive offset cor-
rection factor is obtained which can be iteratively adapted according to the progression of the iteration count. The
decoding steps of this algorithm are described as

α ið Þ
cv =

Y
n�N mð Þ∖n

sgn β i−1ð Þ
mn0,MSA

	 

: max
n�N mð Þ∖n

min β i−1ð Þ
mn0,MSA

��� ���−ϑadaptive,0
	 


, ð83Þ

where ϑadaptive is the efficient error correction factor which can be computed as

ϑadaptive = α ið Þ
cν,MSA−α ið Þ

cν,MNMSA: ð84Þ

Here, the adaptive offset error correction factor is obtained through the difference obtained between conventional
MSA and MNMSA which is obtained using minimum mean square error rule. The experimental results demonstrate
that this scheme can achieve superior decoding performance, which outperforming both NMSA and OMSA by 0.1 and
0.2 dB, respectively. However, the slight computational overhead is introduced in the form of additional multiplication
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and addition operations. Compared to AOMSA, the computational complexity introduced by this algorithm is negligible
as it depends on a certain specific computation parameter which is utilized only for certain computations.

7.7.3 | The modified optimally quantized OMSA

The main research challenge associated with the performance enhancement of OMSA is the selection of error correc-
tion factor. In 2014, Roberts and Jayabalan proposed a modified optimally quantized OMSA to achieve a balanced
trade-off between decoding stability and implementation complexity.69 This algorithm has adopted a methodology of
employing error correction factors to both the variable node and check node updating process which is similar to 2D-
OMSA. However, unlike the former methods,66,67,70 this error correction factor employed for both the variable node
and check node computation process can adapt according to the degree distribution of both the nodes. The updated var-
iable node and check node computation process is given as

α ið Þ
cv =

Y
n�N mð Þ∖n

sgn β i−1ð Þ
mn0

	 

:max min

n�N mð Þ∖n
β i−1ð Þ
mn0
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� �
, ð85Þ
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mn
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X
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mn

������
������−ξ ið Þ

dν nð Þ,0

8<:
9=;, ð86Þ

where ξ ið Þ
dc mð Þ =0.28 and γ ið Þ

dv nð Þ =0.31 denote the check and variable node offset optimal correction factor, respectively,
and ZV represents the down scaling factor for the variable node update.

Furthermore, for efficient hardware implementations, this algorithm utilizes 6-bit non-uniform quantization
scheme which can reduce up to 21.6% of the memory resources. Also, this scheme is shown to minimize the decoding
iteration count in the range of 8%–14%, thus achieving a faster convergence rate.

7.8 | Other popular decoding algorithms

7.8.1 | An improved self-adaptive MSA

With the growing demand for bandwidth utilization increasing exponentially in the past few years, the need for secure data
storage and processing poses a new conceptual research challenge for the scientists. During the past decade, many varia-
tions of NMSA and OMSA were put into existence by many researchers from diverse backgrounds.61,62,64,67,68,70 These algo-
rithms have proven their significance through their decoding stability, convergence speed and decoder design complexity.
Recently, a new hybrid variation of MSA was proposed by Roberts et al, which utilizes both NMSA and OMSA recursively
in accordance with the min-sum approximation rule.71 The CNU and VNU computation process are described as follows.

Check node computation process:
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�� ��= z, ð87Þ

where z is the threshold utilized for the selection of appropriate approximation (normalized or offset)
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Variable node computation process:

β ið Þ
vc =L 0ð Þ
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m0n , ð89Þ
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m0n, ð90Þ

sgn β i,tð Þ
vc

	 

= = sgn β i−1ð Þ

vc

	 

, ð91Þ

sgn β i,tð Þ
vc

	 

≠sgn β i−1ð Þ

vc

	 

, ð92Þ

β ið Þ
vc =O1 β i,tð Þ

vc

	 

, ð93Þ

β ið Þ
vc =O2 β i,tð Þ

vc + β i−1ð Þ
vc

	 

: ð94Þ

Moreover, in the variable node computation process, the magnitude overestimation issue and approximation errors are
minimized by utilizing down scaling factors. The experimental results indicate that the self-adaptive scheme exhibits better
error correcting performance with simple computation process. Furthermore, the hardware implementation results show
that this algorithm requires minimal hardware resources for efficient VLSI-based LDPC decoder design.

7.8.2 | Successive overrelaxation-based BPA

Belief propagation-based decoding approaches for LDPC codes have been widely exploited in the research community
for several applications related to wireless communications. Most recently, a research activity on BPA decoding was car-
ried out independently by Saouter.72 In this work, a new approach for BPA using successive overrelaxation has been
proposed to enhance the convergence speed of the conventional BPA. In this new BPA approach, a new relaxation
scheme which can interpolate between two global iterations is proposed. This in turn achieves better convergence sta-
bility with an increased convergence speed of 11.3% without enhancing hardware overhead requirements. Therefore,
with acceptable coding gain and minimized computational complexity, this method was found compatible for several
wireless communication standards that utilize group decoding.

7.8.3 | Box-plus approximation-based SPA

A new approach to SPA-based decoding algorithm using Box-plus operation was proposed by Papaharalabos and
Lazarakis.73 In this methodology, it was hypothesized that by using Box-plus approximation, the non-negative complexity
function can be divided into simple sign and reliability operations.74 The simplified Box-plus approximation is given as

g1 x1,x2ð Þ= c�x1�x2 and x1j j, x2j j<TH, ð95Þ

where x1 and x2 are the incoming messages and c, respectively, and TH denotes the predefined constant values.
Moreover, this decoding method does not require any look-up tables (LUTs), instead it requires only two multiplica-

tion operations. Therefore, this methodology not only minimizes the computational complexity but also facilitates opti-
mal performance near conventional SPA which makes it more suitable for hardware implementations.

7.8.4 | An improved low-complex OMSA

The OMSA-based decoding scheme is a popular method that has been widely preferred for efficient hardware realiza-
tion of LDPC codes. One of the most challenging tasks faced by researchers in the optimal design process of OMSA is
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the appropriate formulation of offset error correction factor. In the literature, there exist several variants of OMSA that
effectively exploits the maximization operation using DE for the formulation of optimal offset error correction fac-
tor.67,69 Most recently, Roberts et al introduced a new offset decoding algorithm based on the concept of probability the-
ory.75 In this approach, a low complex offset error correction factor was obtained through simple theoretical derivation.
Then, by effectively utilizing the error correction factors at various stages of decoding process adaptively, good trade-off
between decoding stability and convergence rate is achieved. The low complex optimal offset error correction factor is
shown below

βk =
E L2j jð Þ−E L1j jð Þ, k=1

E L3j jð Þ−E L1j jð Þ, k≥ 2

�
, ð96Þ

where L1 = 2tanh−1 Q
i0�Rj∖i

tanh
L qi0 jð Þ

2

 !
; L2 =

Q
i0�Rj∖i

sgn L qi0j
	 
	 


×min
i0�Rj∖i

L qi0j
	 
��� ���	 


; L3 = α� L2j j orð Þ L2j j
α .

Furthermore, this decoding process requires only few less complex arithmetic operations which in turn lower the
implementation complexity issues without degrading the error rate performance.

8 | PERFORMANCE ANALYSIS OF VARIOUS LDPC DECODING
ALGORITHMS

8.1 | Simulation results

In this section, experimental results are provided to illustrate the BER performance of the most popular soft-decision-based
algorithms for LDPC decoding. The quantitative result summary of several state-of-the-art LDPC decoding algorithms is
illustrated in Figures 5–7. The simulations are carried out in a MATLAB software with 8 GB RAM and Intel i5 core proces-
sor. For the experimental validation, the simulation scenarios adopted for this study are summarized in Table 2.

Figures 5, 6 and 7 clearly show that as the SNR increases, the error correcting performance of the various algorithms
using LDPC also increases. However, the algorithms employing error correction factors are shown to exhibit better
decoding stability in both error floor region and cliff region. Furthermore, the decoding algorithms utilizing multiple
error correction factors in case of MSA-based schemes are shown to have better convergence speed by consuming mini-
mal decoding iterations without introducing numerical instability.

8.2 | Analysis of computational complexity

In general, the total number of computational operations required by the check node processing step determines the
overall complexity of the decoding algorithm. To compute higher precision data iteratively between the corresponding

FIGURE 5 BER performance comparison and analysis of

various BPA-based decoding algorithms
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group of check nodes and bit nodes, it is highly desirable to utilize an LDPC decoding algorithm which reduces exces-
sive complexity. To our best knowledge, there a few LDPC decoding schemes which are shown to exhibit effectual
decoding performance with minimized decoder hardware complexity. The summary of the LDPC decoding algorithms
which demonstrates good error correcting performances with minimal computational overhead is presented in Table 3.

9 | KEY FINDINGS

The advancements in LDPC decoding have received increased attention in the research community due to its appealing
characteristics. In this paper, the important research works related to LDPC decoding approaches are carefully identi-
fied and studied. The key findings of this study are summarized as follows:

• The BPA-based decoding algorithms are widely preferred in many wireless communication standards due to its out-
standing error rate performance.

• The reduction of computational complexity is a difficult and time-consuming process which requires more research
efforts.

FIGURE 6 BER performance comparison and analysis of

various SPA-based decoding algorithms

FIGURE 7 BER performance comparison and analysis of

various MSA-based decoding algorithms

TABLE 2 Summary of simulation scenarios adopted for the experimental validation

S.
no.

LDPC decoding
algorithm

LDPC block
length

Maximum decoding
iteration

Channel model for
transmission

Digital modulation
technique

1. BPA and its variants (1,008, 504) 50 Additive White Gaussian
Noise (AWGN)

Binary Phase Shift
Keying (BPSK)2. SPA and its variants (2,304, 1,152) 20

3. MSA and its variants 10

Abbreviations: BPA, belief propagation algorithm; LDPC, low-density parity-check; MSA, min-sum algorithm; SPA, sum-product algorithm.
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• The future research direction for BPA-based schemes will be strongly oriented towards practical realization and
numerical stability.

• The SPA is the log-domain version of BPA, which offers feasibility for hardware implementation.
• Exhibits faster rate of convergence and minimized error propagation for different channel conditions.
• Currently, the research efforts are oriented towards the development of low complex SPA-based variants which can

offer parallelism for effectual hardware realization.
• The MSA-based decoding schemes can achieve a balanced trade-off between error rate performance and implementa-

tion complexity.
• NMSA- and OMSA-based schemes have better decoding stability and reduced control logic.
• Future research directions of MSA-based variants are focused towards the design and development of reconfigurable

LDPC decoders to satisfy the transmission reach of advanced communication standards.

9.1 | Summary

In summary, the BPA-based decoding algorithms are widely preferred in many wireless communication standards due
to its outstanding error rate performance. Simultaneously, a lot of research efforts have been carried out to minimize
the computational complexity issues of these schemes. This research issue has inspired many scientists and academi-
cians to contribute more by introducing different modifications to optimize BPA.76,77

The efficient hardware realization of SPA-based decoding algorithms is one of the most researched issues. The estab-
lishment of feasible decoder architecture and capacity approaching performance are conventionally classified into two
independent issues. Indeed, it is a very complex and difficult task to develop SPA decoder architecture due to its large
hardware resource requirements. The recent studies indicate a few outstanding research works regarding SPA which
can achieve better decoding stability without exhibiting the inherent data dependency issues.78 However, regarding
SPA issues, there exist several gaps or limitations which still remains unexplored.79

In addition, this study also highlighted the evolution of MSA-based schemes over the years. In recent times, many
modifications were proposed to the well-established MSA schemes and variants.80,81 The simulation and implementa-
tion results indicate that these improved variants of MSA can achieve a balance trade-off between hardware complexity
and decoding efficiency.82,83 Furthermore, it will be an interesting task to explore the diverse extensions and abilities of
these algorithms for various modulation schemes84 and channel conditions.85 The overall comparison of LDPC
decoders for various wireless applications implemented in FPGA and ASIC technology over the years is summarized in
Tables 4 and 5.

TABLE 3 The comparison of computational complexity of various LDPC decoding algorithms

Decoding
algorithms Addition Subtraction Multiplication Division Exponent XOR Comparison Logarithm

Mackay4 6dc − N NA 0 2dc 2dc 2dc − N 0 2dc

Yazdani et al35 0 NA dc 0 0 2dc − N 2dc 0

Chen and
Fossorier7

dc NA 0 0 0 2dc − N 3dc 0

Kschischang et al5 0 NA dc − 1 dc NA NA 0 NA

Papaharalabos
et al45

0 NA dc − 1 dc NA NA NA NA

Han and
Sunwoo46

dc − 1 dc 0 0 NA NA NA NA

Fossorier et al6 0 NA 0 0 0 2dc − N 2dc 0

Cho et al61 1 1 0 0 NA NA dc+log2dc+2 NA

Wu et al54 dc NA dc 0 0 2dc − N 3dc 0

Note. For an (M, N) LDPC code, M rows of H corresponds to the check nodes, N columns of H corresponds to bit nodes and dc denotes check node degree
distribution.
Abbreviation: LDPC, low-density parity-check.
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10 | CONCLUSION AND FUTURE WORK

This paper provides a comprehensive review about the basic principles of LDPC decoding and their performance analy-
sis. The overall classification of the existing soft-decision-based decoding schemes and their computational complexity
evaluation is done in a concise manner. From the overall study, it can be observed that the computational overhead,
decoding stability, hardware complexity and convergence speed still requires more study and experimental evaluation.
To overcome these adverse issues, many eminent researchers have proposed significant decoding schemes using LDPC
codes. The majority of these available techniques have proven their effectiveness in achieving better decoding stability
with minimal complexity. From this proposed extensive study, it is evident that the conventional design techniques can
be integrated with different methodologies such as optimization and statistics to improve the overall performance. To
the best of our knowledge, several issues in the LDPC decoding such as magnitude overestimation, numerical instability
and convergence speed remain unexplored. These issues can be exploited though detailed study and experimental eval-
uation which would be suitable for many advanced communication systems and applications.
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Abstract— One of the major drawbacks of humanity is visual 
impairment, particularly information are communicated only by 
lots of text messages rather than voice communication. The 
device which is being designed helps the visual impairment of 
people. In this work,  a device which produces speech from the 
image’s text is designed. The fundamental structure in the 
framework is to extracts the region of in the image that contains 
text from the captured image and this device converts the 
extracted text to speech. It Framework is implemented using a 
camera and a Raspberry Pi system. The image preprocessing 
steps are done in the captured image to locate the text in the 
captured image and the preprocessing steps eliminate the image 
background. Tools like Optical Character Recognition (OCR) 
and Text to Speech (TTS) engine are used to convert the 
captured image into speech. Speakers or Earphones are used to 
hear the audio output from Raspberry Pi. 
Key Words – Real Time Systems; Text to Speech (TTS); Optical 
Character Recognition (OCR); Raspberry Pi; Camera Serial 
Interface (CSI); Pi-CAM; 

I.  INTRODUCTION  

One of the biggest advantages is the probability in barcode 
reader. Because of that, the different product is identified by 
visually impaired persons. The code will contain all the useful 
information on that particular product. If any user scans the 
code, the product information or details will be listed via E-
Braille readers. The most common problem faced by the user 
in the direction of the bar code [1]. There was another 
methodology, which uses optical enhancement solutions like an 
optical zooming device. This device will enhance the Braille 
character. But the problem here is visually impaired user 
should know Braille language. These are some existing system. 

There are some models which are objective towards the 
conversion of text into a speech signal. This model is designed 
with some hardware like a scanner, speaker and a computer. 
But the drawback in this system design is it can scan trouble-
free documents, it unable to extract the information text from 

the scanned image with the multifarious background. Now in 
the current system, a person or user can visualize the 
generation of speech from the text information or message. 

The main objective of this work is that helping the 
readability of blind and a talking aid for vocally handicapped 
persons and an aid which train for commercial applications. 
The person who is vocally handicapped can enter the text from 
keyboard and ARM microcontroller will process the text and 
given to voice board. This voice board processes the feed and 
produces the speech which can be delivered with the help of 
the speaker.      

In this work, the first objective is to perform image 
recognition methodology with speech processing and synthesis. 
The second objective of this work is to build up a cost-efficient 
and easy use device which convert image to speech using 
Raspberry Pi [4]. A text printed in a document is scanned using 
an inbuilt camera and Raspberry Pi will process the text from 
the captured image and synthesize the speech from the text. 
This can save energy and time of handicapped people. There 
are numerous language translators available where the content 
has to be manually entered and the application does whatever is 
left of the work of translating the content into the desired 
language. Some translation platforms even charge for this 
process. For example, the most popular Google Translate API 
charges calculated as per the usage. There is another example, 
which converts any language into another language using Java 
on Linux platform to translate. One of the examples of Java-
based translation is EBMT which can translate one language 
into another language.             

II. LITERATURE SURVEY  

Paper Title 
Author Name  

Techniques Used  

Image to Speech 
Conversion for 

The extraction of the content in the 
picture is finished utilizing optical 
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Visually 
Impaired 
Asha G 

Hagargund, 
Sharsha Vanaria 
Thota, Mitadru 

Bera Eram 
Fatima Shaik [3] 

character acknowledgment (OCR). 
OCR is a field of examination in design 
acknowledgment, man-made 
consciousness and PC vision. It is the 
change of the pictures of composed, 
transcribed or printed text into a 
computerized book or PC design text.  

Book Reader 
Using Raspberry 

Pi for Visually 
Impaired  

S Aditi, S P 
Annapoorani A 
Kanchana [4] 

Albeit various perusing associates have 
been structured explicitly for the 
outwardly disabled, to the Proposed 
information, no current perusing 
collaborator can peruse text from the 
sorts of testing examples and 
foundations found on certain books. 
Such content data can show up in 
numerous scales, textual styles, hues 
and directions. The proposed 
calculation can be viably used to deal 
with various foundation examples, and 
concentrate text data from any sort of 
hand-held articles or books.  

The principle goal of this work is that helping the 
coherence of visually impaired and talking help for vocally 
incapacitated people and a guide which train for business 
applications. The problems which are identified from the 
existing systems are overcome by this work by using Neural 
Optical Character Recognition (OCR) in Open CV which is 
developed to help visually challenged people. This system is 
built to give support to blind persons in understanding text 
form a tricky pattern for achieving that the major task is to 
extract text from the document. The first step of this work is to 
capture the object image using a webcam or a camera which is 
implanted with a Raspberry Pi system. This Raspberry Pi will 
perform image processing work. A button is used to automate 
the execution of the system, which monitor the document and 
extract the information. The extracted content of the scanned 
document is converted into a voice message and delivered with 
the assistance of the speaker.  The proposed system helps 
people to understand the text without much space. The ready 
documents will be uploaded in the dropbox for future usage.  

III. SYSTEM ARCHITECTURE 

A. Block Diagram and Flow Diagram  

The below diagram shows the system architecture of the 
proposed system which consist of Webcam, Raspberry Pi and 
Speakers 

 
 
 
 
 
 
 
 
 

                                               

FIG 1:BLOCK DIAGRAM 

 
 

 

FIG 2:FLOW DIAGRAM 

B. Hardware Used 

The following components are used in the proposed system. 
 Raspberry Pi 
 Pi-CAM 
 Motors  
 H-Bridge 
 Buttons 

Raspberry Pi:  

The processor consists of BCM2387 Broadcom chipset. It 
consists of 64 bit ARM cortex A53 Quad Core 1.2 GHz.  It 
supports Wireless LAN standard 802.11 b/g/n and Bluetooth 
4.1. it supports WEP, WPA, WPA2 at the maximum range of 
100 meters. It also has Bluetooth IEEE 802.15 with symmetric 
encryption algorithm with 128-bit key and Graphics Processing 
Unit (GPU). It provides OpenGL 2.0 computer graphics, 
OpenVG for hardware acceleration and a high profile decoder 
1080p H.264. It is capable of texture filtering with 1G Pixels 
per second and DMA Memory infrastructure. It has Audio 
output with Micro SD card running version Linux OS or 
Windows version 10 IoT Dimensions. 

Connectors: 

Connectors are supported with 10 / 100 BaseT Ethernet 
socket with video output. It also has HDMI port and composite 
Phono connector (RCA Connector). It is upgraded to the main 
processor in the next generation and it improves the 
connectivity with BLE (Bluetooth Low Energy) and onboard 
WiFi (BCM43143). It also upgraded to the power of 2.5 Amps 
which supports most of the external USB devices.       

Pi-CAM:  

Raspberry Pi Model is compatible with high definition 
camera, which provides low noise image capture, low cross 
talk and also provides high sensitivity. Design with lightweight 
with an ultra small camera for image capture. Camera Serial 
Interface (CSI) connector is used to connect the camera module 
to the Raspberry Pi board. This CSI bus provides high data rate 
and it carries exclusively pixel data. use a dedicated CSI 
interface. The dimension of the board and weight is 25mm * 
23mm *9mm tiny board & 3 grams respectively. Because of 
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tiny size and less weight, it is used in mobile and other 
applications. 

 

FIG 3: RASPBERRY PI 

The V2 camera Module has 8Mp Sony IMX219 sensor 
(match up to 5 Megapixel Omni Vision Sensor of the creative 
camera). Home security application and wildlife camera traps 
use this camera module with Pi. 

Memory Card: 

A flash-based Micro SD card is accommodated to meet up 
the capacity, performance and protection of captured image. 
This also uses inbuilt storage in emerging video audio 
electronic device. It is interfaced by an 8 pin advance 
communication. The interface pin is allotted for clock, 
command 2 pins for power line and 4 pins for data transfer. It 
also supports standard multimedia data transfer operations. 

Motors:  

Here DC motors are used which has the following features,  

 Generally, the electrical machines are in the 
service of AC type.  

 For industrial type application mostly uses a DC 
machine.  

 The main parts of DC machines are DC motors 
and DC generators.  

 Fine control of speed is provided by the DC 
machine which is not obtained by using AC 
motors.  

 A rated torque is developed by DC motors at all 
speeds from idle to rated speed.    

 Torque developed at ideal is several times larger 
than torque created by an AC motor of equal 
speed and power rating.  

Applications of DC Machines: 

 It may act as either a generator or a motor but at 
present because of the wide use of AC machines, 
generators are used for limited applications.  

 Printing presses, fans, pumps, paper mills and 
machine tools are some of the application of large 
DC motors.   

 

 

FIG 4:  P I CAMERA 

 Small DC machines with high factional 
horsepower rating used in speed sensing tacho 
generator, tracking and sensing servomotors used 
in robotic applications.  

Some of the applications of DC machines are listed below: 
 DC machine has high starting torque. 
 It has speedy acceleration and deceleration.  
 The speed of DC motors can be effortlessly 

controlled over a wide range of speed.   
 DC machines are constructed in the size of various 

ranges. 
The cost and need for regular maintenance of the machine 

are the major disadvantages of DC machines. 
Software Description:  

PYTHON 3.7 

 Powerful programming and easy to learn a language is 
Python 3.7. Python has well organized high-level data 
structures and an uncomplicated but an efficient approach to 
Object-Oriented programming language. It has a dynamic 
typing and well-designed syntax, collectively with its 
constructed nature, it is ideally used for easy scripting and 
rapid real-time applications developed in various platforms. It 
effortlessly provides absolute new data type and functions 
implemented in C or C++.     

GEANY IDE:  

A Light weighted and tiny integrated development 
environments are called as Geany. It provides fast developed 
with few dependencies for the supplementary packages. An 
additional goal of Geany is an independent desktop 
environment like GNOME or KDE; it only requires a toolkit 
GTK2. Because of the dependency on the GTK2 toolkit , it 
needs its runtime libraries to be installed to execute it.        

It is quite an unproblematic way to compile Geany, 
1. %./configure  
2. %make  
3. %make install  

Above are the commands used in compiling Geany.  
%./configure –help    
Above command configure script provide several a detail 

list of help command. 
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DROPBOX:  
It is used for business which lets a team to work at anyplace 

but this will synchronize important files across all teammate 
devices. Admin is given control to organize the information 
and the stay at the top of the account to control the received 
files. The commonly shared files and documents help everyone 
in the team to track the updates day by day effortlessly. With 
this Dropbox, all the team members can work simultaneously 
like they are working like sitting with each other. This provides 
an easy way of communicating with all team members at the 
same time.  

       An attractive feature is it will provide personal cloud 
storage. With a hurry of suppliers to go into the market and an 
escalating offer to contemptible storage space, it results in a 
high amount of internet traffic in cloud management. 
Understanding the architecture and the performance of the 
systems provide good knowledge in the fundamental design 
and effective use of cloud storage systems and also calculate 
their impact on the network traffic. The characterization of 
Dropbox is presented in this paper which leads to a solution to 
our datasets in personal cloud storage. The data to be analyzed 
are measured from 4 vantage points across Europe. The data 
was collected for 42 uninterrupted days. 

IMAGE PROCESSING: 

Image Capturing:  

The inbuilt camera capture the image of the content of the 
printed page which is moved over the device is the primary 
phase. The characteristic of the captured image is high 
definition and can be recognized because of the camera of high 
definition 8 Megapixel. The initial step of the project is to 
place the text document under the camera and the camera 
captured the text image.  

Pre Processing:  

The pre-processing includes the process like skew 
correction, Noise removal and linearization which is done in 
the captured text image. The outcome of the captured image is 
getting skewed either left or right orientation of an image. The 
operations done in the picture are binarized and enhance the 
brightness. The skew identification ensures for a spot of 
reference sandwiched between ±15 degrees then the lines are 
synchronized with the horizontal axis. Before preprocessing 
some parameters are to be considered are noise during capture 
or low quality of capture the image. There are three stages in 
preprocessing steps: they are removal of noise, linearization 
and skew correction. Initial steps are to check for skewing in 
the captured image because the captured image may skew in 
orientation on either right or left. Enhancement of brightness 
and binarization is the basic step performed in a captured 
image. The angle of orientation is between ±15 degrees is 
checked and if there are any disturbances the image is rotated 
until the captured image is matched with the horizontal true 
axis, this is the procedure for a skew corrected captured image. 
Before stepping into the next step the noise introduced while 
capturing and noise due to worst clarity of the page should be 
taken care and cleared. Next pre-processing step is 
segmentation. Segmentation process breaks a scanned image 
into a sequence of segments characters and the sub-images are 

converted into individual symbols. Next, the segmented image 
is checked for inner line spacing and binarization. Here the 
inner line space is distinguished, and then the segmented image 
is converted into sets of paragraph depending upon the inner 
line gaps. The width of the horizontal lines is recognized by a 
histogram of the captured image. At the same point, the vertical 
space convergence is checked vertically with lines. The width 
of the word is recognized by Histogram.  

Image to Text Converter and Text to Speech: 

Raspberry Pi board process the recognized character area 
unit with the computer code values. Here all the characters are 
converted into text transcription by matching with the 
corresponding guide. Finally, the audio output is delivered 
from that corresponding text transcription. This module is 
initiated with preprocessed character recognition. This module 
converts the text into audio format. The audio jack is present 
onboard Raspberry Pi; this can generate audio by Pulse Width 
Modulation output.  

LOCATION OF BOOK:  

The first step in this project is to help by navigation on a 
book in the library. The pathway for each book is coded in 
Raspberry pi. The home stage and destination of the book is 
predefined to a wheelchair. This step-up makes it comfortable 
for use in the library. 

IMAGE CAPTURING: 
The pi cam interfaced with Raspberry pi captures an image 

of a printed page. OCR algorithm users the tesseract software 
in Raspberry pi to convert images to text. The GTTS provides a 
specification to convert text to audio. Words to be read per 
minute changed according to people. 

UPLOADING DOCUMENTS: 

After the completion of reading each document, the option 
to load that particular document is available with Raspberry Pi. 
Both the text and audio of the image is uploaded with date and 
time. 

Working Flow Process:  

 

FIG 5: WORK FLOW PROCESS 
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IV. RESULTS  

The system shows the initialization of a portable solar panel 
which supplies the power secondary power to the system. The 
above fig. 6 and fig. 7 is the hardware output in front a 
mounted camera is placed to capture the image to be processed 
and 3B+ Raspberry Pi convert the captured image into text and 
then the text is processed in the speech output. 

 

 

FIG 6: STAGE 1 HARDWARE OUTPUT  

 

FIG 7: STAGE 2 HARDWARE OUTPUT  

V. CONCLUSION  

    The system is a novel implementation of text to speech 
conversion for visually impaired people. Our algorithm 
processed successfully reads the text efficiently. This project 
demonstrates the hardware implementation with different 
samples. The device is compact and able to locate the books in 
the library and enable the retrieval of the read documents. Thus 
the proposed system is a multifunctional system which 
enhances the quality of the visually challenged people. This 
project is developed in various platforms like python language 
and runs in the 3B+ Raspberry Pi model. By this implemented 

system, a captured image was converted into text format and 
then from text to speech conversion. 
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Analysis And Design Of Fir Filter Using Modified 
Carry Look Ahead Multiplier 

 
1*S. Dhanasekaran, 2 T.Thamaraimanalan, 3 V.Anandkumar , 4A.Manikandan 

 
Abstract: The dynamic growth in portable multimedia devices and communication system has increased the demand for area and power efficient high-
speed Digital Signal Processing (DSP) system. The Finite Impulse Response (FIR) Filter is the important component for designing an efficient digital 
signal processing system. Usage of digital Finite Impulse Response (FIR) filter is one of the prime block in DSP. Digital mult ipliers and adders are the 
most critical arithmetic functional units in FIR filters and also decides the performance of whole system. Thus, the low power system design has become 
a major performance goal. This paper proposes an FIR filter which is designed using Carry-Look ahead adder and multiplier. Where the multiplier is 
proposed by internal circuit of Modified Carry Look ahead Adder. Carry-Look ahead Adder (CLA) is used for addition operation which uses fastest carry 
generation technique to increases the speed by reducing the time required to fix carry bits and multiplier performs multiplica tion process in a hierarchical 
manner. Thus, the proposed method can minimize the active power and delay of the FIR filter. The tentative results shows that the FIR filter using 
proposed multiplier method achieves less amount of delay and power reduction compared to conventional method. The proposed FIR filter is 
programmed using Verilog code and was synthesized and implemented  using Xilinx ISE 14.7 tool. and the power is analyzed using Xpower analyzer. 
 
KEYWORDS: Carry Look Ahead Adder, FIR Filter, Multiplier, Digital Signal Processing 

———————————————————— 
 

I  INTRODUCTION 
Optimized design of digital logic systems is one of the most 
essential part of VLSI system design[1]. In modern era, a 
significant range of research work is carried out sprouting 
efficient architectures to reduce the complexity of DSP 
system. Digital FIR filter is the fundamental arithmetic 
operation used in most of the communication system and in 
various signal processing devices [12]. Digital FIR filter 

performs lot of arithmetic and logical operations that are 
extensively used for signal analysis and estimation, 
selection of band for the computation and signal 
preconditioning  etc. Especially, it requires more rapid 
calculations for updating their filter coefficients [3]. In 
general, the longest critical path delay of the FIR filter 

mainly focus based on the computation time required for 
the multiplication and addition operation. Multipliers and 
Adder are the key hardware blocks of FIR filter which 

contributes in reduction of chip area, power and delay for 
each operation[2]. First considering the multipliers in FIR 
filter having long latency, large area and consume 
considerable amount of power. Therefore the main goal is 
to attain high speed and low power consumption multiplier. 
Second, CLA is used for addition operation which improves 
the speed by decreasing the total time necessary to fix the 
carry bits. This paper deals with the implementation of FIR 
filter with modified multiplier based on the CLA [9]. The 
performance of the proposed FIR Filter are compared in 
terms of area, delay and power using the conventional and 
modified technique. The paper is structured as follows, 

Section II presents the concepts of FIR filter. Section III 

details with the basic carry look ahead adder technique. 

Section IV gives the proposed FIR filter using modified 
multiplier based CLA, Section V performs simulation results 
and comparative analysis, Section VI provides Conclusion. 
 
II  FIR FILTER 
In this segment, the basic theoretical concepts of direct 
form realization of FIR filter is discussed. The FIR filter can 

be obtained using linear convolution which simply performs 
the convolution operation between the given input signal 
and the fixed filter coefficients. The basic representation of 
an FIR filter is given by equation 1 

 
Where y(n) is the output response, x(n) is the input signal, 
M is the order of the filter and  represents the filter 
coefficients for the M tap FIR filter. The below figure1 
shows the structure of a direct form M-tap FIR filter with 
length N.  The input of the FIR filter Xn is given to the 
delays of the direct form structure. In this structure the bn 

values are the coefficients of the operation and are 
designed to the multiplication of the samples. The output at 
time n is the summation of the delayed samples multiplied 
by the appropriate samples. The process in which selecting 
the filter coefficients and length of the filter is called Filter 
Design. 

 
Figure 1: Direct form realization of M-tap Filter 

 
 For the instance consider the filter having input sequence 

(𝑛) = [0 ,1,2,3,...,𝑁 −1] with the length of 𝑁 and impulse 
response 𝑏(𝑛) = [0 ,1,2,3,...,𝑀−1] with the length of 𝑀. Now 
performing linear convolution of 𝑥(𝑛) and 𝑏(𝑛) produces the 
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output sequence 𝑦(𝑛) and the length of 𝑦(𝑛) is 𝑆 = 𝑁 + 𝑀 −1 

(2) By adding required number of zeros to the input 
sequence and impulse response, the length of 𝑥(𝑛) and 𝑏(𝑛) 
can be made equal to 𝑆. This process is recognized as zero 
padding process. The total length 𝑆 = 𝑁 + 𝑀 −1 can be 

obtained by increasing the length of (𝑛) by 𝑁 points and 
length of ℎ(𝑛) by 𝑀 points. Both the sequences (𝑛) and b(𝑛) 
are finite in FIR filter, based on this sequences the linear 
convolution is also said to be finite. The output sequence 

y(𝑛) is derived from the convolution operation of input 𝑥 of 
length 𝑁 with filter coefficient 𝑏 of length 𝑀. So the output 
sequence y(𝑛) is given as follows, 

 
By expanding the Eq. (2) the direct form structure of FIR 
filter is designed. 
y(n) = b(0)x(n) = b(1)x(n-1)+b(2)x(n-2)+b(3)x(n-3)+ … 

+b(M-1)b(n-M+1) 3  
This construction of direct form structure is also said as 
canonical structure meanwhile the number of delay blocks 
present in the architecture is equivalent to the order of 
difference equation that contains 𝑀−1 delay blocks, 𝑀 
multiplications and 𝑀 −1 additions. 

 
III CARRY LOOK AHEAD ADDER (CLA) 
Carry Look ahead algorithm speed up the operation to 
perform addition, because in this algorithm the carry for the 
next stages of process is calculated in advance based on 
the input signals given to the adder. The CLA exploits the 
fact that the carry generated by a bit-position depends on 
the three inputs to responding that position. If ‘X’ and ‘Y’ are 
two inputs then the function X=Y= 1, a carry is generated 
independently of the carry from the previous bit position and 
if X=Y= 0, no carry is generated. Similarly if X ≠ Y, a carry is 

generated if and only if the previous bit-position generates a 
carry. ‘C’ denotes the initial carry bit of adder, “S” and 

“Cout” are said to be output sum and carry of the adder 
respectively. Then the Boolean expression for calculating 
next carry and addition in carry look ahead adder is :  
 Pi = Xi ⊕ Yi   -- Carry Propagation    (1)  
 Gi = Xi * Yi -- Carry  Generation     (2) 
 Ci+1 = Gi + (Pi and Ci) -- Next Carry    (3)  
 Si = Xi ⊕Yi ⊕ Ci    -- Sum Generation    (4)  

Thus, for 4-bit adder, we can extend the carry 
bit, as shown below: 

 C1 =  G0 + P0 . C0       (5)                                   
 C2 =  G1 + P1 · C1 = G1 + P1 · G0 + P1 · P0 · C0 (6)  
 C3 = G2 + P2 · G1 + P2 · P1 · G0 + P2 · P1 · P0 · C0  

                                                      (7) 
 C4 = G3 + P3 · G2 + P3 · P2 · G1 + P3 · P2 · P1 · G0  + 

P3 · P2 · P1 · P0 · C0              (8)  
 

IV  FIR FILTER DESIGN 
Carry Look Ahead Adder is a kind of fast adder used in 
digital logic circuits. The CLA computes all the carry bits 
before the sum, which decreases the delay time to calculate 
the result of the larger value bits. The CLA solves the carry 
delay problem by predetermination of  the carry signals in 
advance to the basis of the input signals. This technique 
was contrasted with the slow adder like RCA, where the 

adder should wait for the pervious carry to generate the 
specific result and carry bits. The CLA uses additional 
circuitry to generate carry bits in parallel, which eliminates 
time required to calculate the larger value bit result. The 
architecture of 4-bit CLA is shown in Fig. 2. CLA can be 
separated as two segments: Partial Full Adder (PFA) and 
the Carry Look-ahead Logic. The PFA produce propagate 
signals 𝑝𝑖, generate signals 𝑔𝑖 and the sum output 𝑠𝑖 and 
the carry-out bits 𝑐𝑖 +1 was generated by the look ahead 
logic circuit. The structure shows that Propagate 𝑃 and 
generate 𝐺 in a partial full-adder depends on the input bits 
only, the carry generator also not depends on its previous 
carry-in. As a result, once 𝐶0 is computed, 𝐶4 can reach 
stable state it does not want to wait for 𝐶3 to propagate. 

 
Figure 2: Proposed carry-look ahead adder in Multiplier 
 
The multiplier is proposed by internal circuit of Modified 
Carry Look ahead Adder which consist of four partial full 
adder with XOR gates and NAND gate. In Figure 2 it shows 
the partial products has been taken to generate and 
propagate signal. These generate and propagate signal has 
been used in look ahead section to generate carry. Here 
the carry is eliminated from first section and directly utilizing 
the propagate operation and generate to the input block of 
look ahead section. The FIR filter consists of three main 
components:  
A D-FF to implement a simple delay. A Multiplier is used to 
implement the filter coefficients. An Adder to sum the nodes 
at the end of each tap. Functional verification of all the 
adders and multiplier are performed and these modified 
architectures are applied in 4-tap FIR filter finally results are 
summarized. 

 
Figure 3: Direct form realization of FIR Filter based on 

proposed multiplier 
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Here X(n) is input filter coefficients and B0, B1, B2 and Bn 
are transfer function coefficients and Y(n) is output filter 
coefficient. Multipliers can be replaced with shift and add 
operation, that is MCM (Multiple Constant Multiplication) in 
which a set of constants (here h0, h1,… is multiplied with a 

variable (here x(n)). But the disadvantage in shift and add 
method is that the complexity and resource utilization is 
more. Another method is the use of transpose based 
structure. 

 
V RESULTS AND DISCUSSION 
 
A SIMULATION TOOL USED 
Multiplier discussed above in this work is firstly designed 
using Xilinx 14.5 tool in Verilog HDL programming 
language. Different parameter like speed, power and delay 
of different multipliers are then analyzed. 
 
B RTL VIEW OF CLA AND FIR 
In CLA every bit in a binary sequence that to be added to 
the operation, the carry-look ahead logic will determine 
whether the bit pair will generate a carry or propagate a 
carry. This allows the circuit to "pre-process" the two 
numbers being added to establish the carry ahead of its 
time. Then, when the actual addition is performed, there is 
no delay comes out from the process when waiting for the 
ripple-carry effect operation. 
 

 
 

Figure 4: RTL view of carry-look ahead adder 
C FIR 
In FIR filter the result of the delay operates on the process 
of input samples. The values of hn are the coefficients in 
which they are used for multiplication operation. So that the 
output reaches at  time and the summation operation is 
delayed for all the other samples that are  multiplied by the 
appropriate coefficients. 

 

 
 

Figure 5: RTL view of FIR filter 
 

VI SIMULATION RESULTS 
In CLA every bit in a binary sequence that to be added to 
the operation, the carry-look ahead logic will determine 
whether the bit pair will generate a carry or propagate a 
carry. The simulations result of existing adder with the 
proposed CLA adder are shown  in the figure 6 and figure 
7. 

 
Figure 6: Simulation result for carry look ahead adder  
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Figure 7: Simulation result for proposed CLA FIR filter  

 
VII CONCLUSION 
In this paper, the proposed design of digital FIR filter using 

modified multiplier based CLA is discussed. A basic 
analysis was performed in terms of area, power and delay. 
This multiplier based on CLA adder proved to be more 
efficient in terms of speed of operation compare to 
conventional multipliers. Based on the proposed multiplier, 
the architecture of direct form realization of digital FIR filter 
have been derived. The synthesis results show that the 
proposed FIR filter using modified multiplier based on carry 
look ahead adders achieves high speed and reduces the 
hardware cost with lesser power consumption related to 
conventional FIR filter with other multipliers. In future, the 
pipelining concept also extended to adder unit present in 
digital FIR filter to achieve better power and area reduction. 

Further the design of 16-tap FIR filter can be prolonged to 

n-tap that to be used in real time applications. 
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a b s t r a c t

The prior methodology of characterizing the plants for dependent on surface based order and another
strategy depends on KNN classifier. This paper presents qualities examination of plants utilizing picture
preparing methods for robotized vision framework utilized at horticultural field. In farming examination,
the programmed plant attributes recognition is fundamental one in observing huge field. The proposed
dynamic framework uses picture content portrayal and regulated classifier sort of neural organization.
This will naturally distinguish the plant species when we import its picture as info. Picture preparing
strategies for this sort of choice investigation includes pre-processing and characterization stage. At
Processing, an info picture will be resized and commotion expulsion procedure is applied. At definite
stage the neural organization orders the pictures as farming plant, harmful plant and therapeutic plant
separately. At that point it will show the attributes of each plant.
� 2020 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Materials, Manufacturing and Mechanical Engineering for Sustainable Developments-2020.

1. Introduction

At present, Artificial Intelligence (AI) plays a vital function in
Computer Vision, Robotics, and Digital Marketing and in the field
of Medical Imaging. Man-made awareness was generally created
for acquiring human intelligence to machines.

The term Machine Learning (ML) is a branch of Artificial Intelli-
gence (AI), and furthermore logical investigation of the calculation
and a factual model that play out a particular test without
unequivocally modified, depending on the deduction and exam-
ples[1]. The learning algorithms used in AI are supervised (learning
with master) which uses set of mapped values between input and
output, unsupervised (learning without a master) which uses no
mapping between input output pairs and Reinforcement Learning.
Machine learning handles limited number of datasets whereas
deep learning handles maximum number of datasets. Convolution
Neural Network (CNN) and Recurrent Neural Network (RNN) finds
its applications in wide variety of diversified fields. Deep learning
networks can be simulated using mathematical modelling in such
a manner that data sources have been taken care by PC and
machine is made to be trained accordingly to improvise its yield
(Fig. 1).

2. Existing method

The plant classification recently proposed was a technique
based on KNN classifier. There are various steps in this method:
A. Image acquisition B. Pre-processing C. Image Segmentation D.
Feature Extraction E. Image Classification (Fig. 2).

2.1. Picture obtaining

Diseased influenced groundnut picture is photographed using
high resolution imaging device [3,6]. To disclosure the specific
infection influenced, the RGB shade of the gathered picture is need
to be unmistakably noticeable. This resembles very good quality
cell phone. These pictures are warehoused in both of cycle capable
picture expansion in the information base.

2.2. Pre-preparing

Picture Prior-handling is upheld out to build the nature of base
picture and dispense with the undesirable clamor in picture pro-
ceeded by clipping and smoothing of the picture. The picture
enhancement is completed to build the differentiation. The info
picture is changed into bifold concealed picture.
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2.3. Picture segmentation

Image division is the succession of steps associated with isolat-
ing a computerized picture into various fragments. The goal of the
detachment is to make it straightforward or potentially adjust the
image of a picture into more significant and easy to inspect. Pic-
ture division is basically used to put articles and limits in the pic-
tures. In this stage Binary veiled picture is changed over into HSV
picture.

2.4. Highlight extraction

In element extraction strategy highlights, for example, shading,
surface, morphology and game plan are utilized in groundnut sick-

ness recognition. The strategies utilized in shading co-event are at
first the plants RGB pictures are changed over into HSV shading.
For gathering of shading co-event medium every pixel plot is han-
dled which results into three shading co-event lattice one for every
one of HSV. Utilizing Fast Feature strategy to separate the high-
lights from the given input leaf picture [5].

2.5. Picture classifier

KNN algorithm is the strategy used for grouping and classifica-
tion. The yield depends on whether k-NN is utilized for requesting
or relapse In kNN portrayal, the last yield is a period collusion. A
thing is portrayed by an unbelievable scope of its neighbours, with
the article being relegated to the class commonly typical among its
k nearest neighbours where k is a positive entire number, normally
low value. If k = 1, by then the article is basically picked to the class
of that only one nearest neighbour [7] (Fig. 3).

Algorithm to implement kNN (k-Nearest Neighbors Algorithm)
[2]

1. Start the procedure.
2. Info Red Green Blue gray values picture to HSV picture.
3. Peruse estimation of K.
4. Sort of distance (V) & preparing information.
5. Register the difference between input test and the prepara-

tion tests.
6. Locate the K closest neighbors (v) to the preparation

information.
7. Set most extreme name class of K to prepared information.
8. In the event that information isn’t ordered give preparing for

input picture for arrangement.
9. On the off chance that information is arranged to establish

knn classifier.
10. Anticipate the infection Leaf.
11. Stop.

3. Proposed method

Critical learning is a type of AI figuring in which consist of con-
secutive layers. Every layer utilizes the output from the past layer
as data. The learning cycle can be execution, managed or semi-
controlled. LeCun et al. define the critical learning as a portrayal
learning framework Portrayal figuring’s involves the improve-
ments to get the appropriate information. de Significant learning
need not disengage the component and the classification consider-
ing the way that the framework subsequently isolates the features
while setting up the model. It is utilized in many advanced zones,
for example, picture handling, picture reclamation, discourse
acknowledgment, normal language preparing and bioinformatics.
CNN is favoured as a profound learning strategy in this investiga-
tion. CNN, which can undoubtedly recognize and order objects
with insignificant prior-handling, is effective in dissecting really
seen pictures and can without much of a stretch separate the nec-
essary highlights with its multi-layered structure [4] (Fig. 4).

3.1. Convolutional layer

Convolution layer gives the name CNN. In this layer, a progres-
sion of numerical activities are performed to remove the element
guide of the info picture. The information picture is diminished
to a more modest range utilizing a filter (Fig. 5).

The filter is moved bit by bit beginning from the top of the pic-
ture. For every progression, the qualities in the picture are dupli-
cated by the estimations of the filter and the outcome is added.
Another lattice with a more modest size is made from the informa-
tion picture.

Fig. 1. Subsets of artificial intelligence.

Fig. 2. Leaf disease identification.
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3.2. Pooling layer

The pooling layer is typically set next to the convolution layer.
The range of the yield network acquired from the convolution layer
is decreased in this layer. In spite of the fact that filter of various
sizes can be utilized in the pooling layer, by and large 2 � 2 size fil-
ter is utilized. Here, pooling filter with step size of 2 has been
applied. The highest value in sub windows forms anew matrix,
which is referred to as max pooling.

3.3. Activation layer

In artificial neural organizations, the actuation work gives a
curvilinear connection among the info and yield layers. It influ-
ences the organization execution. The activation function gives
the non linear learning of the model. A few enactment capacities,
for example, direct, sigmoid, exaggerated digression, exist, how-
ever the nonlinear ReLU (Rectified Linear Unit) actuation work is
normally utilized in CNN. In ReLU, values under zero are changed
to zero, while values more noteworthy than zero are unaltered
[1] (Fig. 6).

f(x) = 0, if x < 0. �, in any case

3.4. Fully connected layer

The last acquired grid, next to the convolution, pooling and
enactment activities, is taken care of into the completely associ-
ated layer as info. This layer performs Acknowledgment and segre-
gation. Here, LVQ calculation is utilized in preparing the
information classification. Algorithm for CNN based Classification:

1. Apply convolution channel in first layer.
2. The affectability of channel is decreased by smoothing the

convolution channel (i.e) subsampling.
3. The sign exchanges starting with one layer then onto the next

layer is constrained by enactment layer.
4. Attach the preparation time frame by utilizing redressed

straight unit (RELU).
5. The neurons in continuing layer is associated with each neu-

ron in resulting layer.
6. During preparing Loss layer is added toward the finish to give

an input to neural organization.

4. Result

Thus, plant classification using cnn algorithm was performed
and when the input image is given it classifies whether it is a
agricultural leaf, herbal leaf or a poisonous leaf. The sample output
is shown below.

Fig. 3. Flowchart for KNN.

Fig. 4. Convolutional neural network layers.
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4.1. Input

Fig. 7.

4.2. Output

Fig. 8.

5. Future work

The 3D laser sensor has additionally demonstrated that it is
hearty against enlightenment and environmental conditions,

which empowers the robot to work dependably at any climate con-
dition. The FX6 sensor by Nippon Signal is a lightweight 3D laser
sensor. MEMS based 3D LIDAR sensor FX6 significantly helps in
agricultural domain to categorize the plants as poisonous, herbal
or edible. This approach finds pretty much efficient than traditional
approaches like vision or stereo vision technology. The quality of
the depth values depends on the color of the material reflecting
the emitted light and some sensors have problems with moving
objects by showing motion blur effects. The shell of the FX6 is
made of aluminium alloy material and infrared band pass filter
improve the overall strength. The 3D sensor is comprised of light-
weight material which find its application in robotics under any
weather conditions in agricultural field.

Fig. 5. Convolutional neural network architecture.

Fig. 6. Difference between basic neural network and deep learning network.
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Abstract: Adaptive antenna arrays are being developed to cope with the high capacity
requirement of the 5G wireless communications systems.  As adaptive antenna arrays focus
narrow high gain beams towards the desired users and nulls towards the unwanted
interferers, both coverage and capacity of the network can be improved. The capacity of a
Wireless network depends on the size of the antenna array, the beam pattern used and the
speed with which the beam-former and Direction of Arrival estimator. To achieve the
capacity demand required by a growing number of subscribers, smart antenna systems are
used in the present cellular systems. In these systems cell-splitting and sectoring techniques
are adopted to improve the capacity. The main disadvantage of these techniques is that
decrease in trunking efficiency. It has been established that the smart antenna systems will
provide a better solution for the capacity problem.  Development of smart antenna includes
design of antenna array and adjusting the incoming signal by changing the weights of the
amplitude as well as phase using efficient Digital Signal processing algorithms using
LabVIEW.

Keywords: Antenna Array, Directivity, Microstrip, Radiation Pattern, and LABVIEW

1. INTRODUCTION

As of late there has been a touchy development in the quantity of wireless clients, especially in the region of
portable communication. In future remote portable frameworks will be more refined and more inescapable.
This development has set off a huge interest for limit as well as better inclusion and higher caliber of
administration.
A few new advances have been investigated and sent in such manner to utilize the restricted assets. One
approach to improve limit is by utilizing the idea of cell innovation, which includes separating an enormous
inclusion zone into little hexagonal cells. Accordingly, a solitary high force transmitter is supplanted with
many low force transmitters. Every phone is assigned a bunch of recurrence channels that are not quite the
same as those designated to the neighboring cells[4]. In any case, similar arrangement of frequencies can be
reused by another cell as long as they are isolated alright not to cause obstruction. Since every one of these
cells reuses the recurrence range, a huge expansion in limit can be accomplished.
Anyway close to home remote interchanges are getting increasingly famous and are proceeding to develop
at an outstanding rate. Consequently, new innovations like cell are needed in the zone of portable
interchanges to oblige future limit needs. Keen radio wires or versatile exhibits those are progressively
ready to adjust to the changing traffic necessities. Insightful recieving wires, generally executed at the base
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station, emanate thin bars to serve various clients. However long the clients are all around isolated spatially
a similar recurrence can be reused, regardless of whether the clients are in a similar cell.
LABVIEW is a stage and improvement climate for a visual programming language from National
instruments. LabVIEW is ordinarily utilized for information obtaining, instrument control modern
computerization, Bio signal observing, Home mechanization framework, Mobile correspondences.

2. SMART ANTENNAS

Limit and execution in versatile correspondence frameworks are ordinarily confined by multipath also co-
channel impedance. In multipath, when a sent sign in the engendering climate is reflected from various
hindrances. This offers Elevation of various signs coming from different bearings. Meanwhile the multipath
signals track various ways, they have various stages when they are showing up at the collector [5-13]. The
outcome is corruption in sign quality when they are joined at the recipient because of the stage bungle. Co-
channel impedance happens between two signals that work at a similar recurrence. In cell correspondence
the impedance is typically brought about by a sign from an alternate cell involving a similar Frequency
band.
Smart antenna is solitary of the most encouraging innovations that will empower capacity by lessening
multipath and co-channel obstruction viably. This is finished coordinating the radiation the ideal way just
and adjusting to changing traffic situations or sign situations. A assortment of transmitting components
organized as an exhibit is utilized by Smart antenna. The signals as of these components are joined to frame
a mobile or switchable pillar design that follows the ideal client. The clusters themselves are not brilliant in
a Smart antenna scheme, it's the computerized signal handling that brands it smart. The way toward
consolidating the signs and afterward centering the radiation a specific way is frequently alluded to as
advanced beamforming. This stint will be broadly utilized in the accompanying segments.

The early Smart antenna scheme were intended for use in military applications towards smother meddling
or sticking signs from the foe. Meanwhile impedance concealment was an element in this framework, this
expertise was obtained toward relate to individual remote correspondences where obstruction was
restricting the quantity of clients that an organization could deal with. It is a significant test to apply savvy
reception apparatus innovation to individual remote interchanges since the traffic is denser. Additionally,
the period accessible for complex calculations is restricted. Smart antenna scheme has be that as it may;
become a utilitarian reality for cell interchanges frameworks by dispatching productive ease,
digital preparing segments and arising programming based procedures.

2.1 Classification Of Smart Antennas

Fundamentally there are two ways to deal with actualizing radio wires that change their recieving wire
design progressively to alleviate obstruction and multipath impacts while expanding inclusion and reach.
They are the,
Switched beam •

Adaptive Arrays •

Conversely with the completely versatile approach[1], the Switched Beam method is more straightforward.
Contrasted with ordinary omni-directional radio wire frameworks or area based frameworks, it bids a
generous improvement in organization transmission capacity. In this method, as appeared in figure 2.1, a
reception apparatus exhibit produces covering radiates that cover the encompassing zone. ase station
chooses the ideal heading of the bar when an approaching sign is recognized and afterward moves to that
bar to communicate through the user.
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Figure 2.1 Beam formation of switched beam antenna systems

The Adaptive cluster framework is the "more intelligent" of the two methodologies. This framework tracks
the portable client persistently by moving the ideal pillar towards the client and simultaneously shaping
nulls undesired headings as appeared in figure 2.2. Like exchanged bar frameworks, they likewise
consolidate exhibits.

Figure 2.2 Beam formations for adaptive array antenna system

Typically, a weight remains duplicated by the acquired sign from every one of the spatially disseminated
radio wire components. The loads are intricate in nature, and the plentifulness and stage are modified.
These signals remain joined to yield the cluster yield. These mind boggling loads are figured by a
confounded versatile calculation, which stands pre-customized into the advanced sign handling unit that
deals with the signal transmitted by the base station.

3. SIGNAL PROCESSING ALGORITHMS

3.1. Least Mean Square Algorithm
LMS stands a calculation for direct versatile sifting that normally comprises of two central cycles called
separating and variation. The LMS calculation is a versatile calculation that utilizes the most fair angle
based cycle.

The slope vector gauges from the accessible information are utilized by the LMS calculation. LMS utilizes
an iterative technique that amends the weight vector progressively toward the inclination vector's negative,
which eventually adds to the base mean square mistake. The LMS calculation is moderately
straightforward contrasted with different calculations; it doesn't need ascertaining the connection
function.Consider a Uniform Linear Array (ULA) with N isotropic components, which frames the
indispensable piece of the versatile pillar shaping framework as appeared in the figure underneath [3].The
output of the antenna array is given by equation,
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Figure 3.1 LMS adaptive beam forming network

d(t) ,e(t)   and y(t) is a desired signal error . The LMS algorithm initiated with some arbitrary value for the
weight vector is seen to converge and stay stable for 0 < μ <λmax

3.2 RECURSIVE LEAST SQUARE ALGORITHM
RLS calculation is an upgraded form of LMS. The most inalienable limit of RLS is its high intermingling
rate when contrasted and its partner LMS. The purpose for its fast union rate is on the grounds that the
blunder anytime of time is free of the factual stuffs of the signal. As opposed to LMS, RLS offers
significance to the past info flags in anticipating the following input[1]. The calculation refreshes the
autocorrelation grid for the following moment with the guide of the autocorrelation network determined
for the current moment. Henceforth they stay called by way of Recursive. Just least square mistakes are
determined thus their name. It experiences the disadvantage of having high computational unpredictability
Error calculation:  α(n) = d(n)-wt(n-1)*x(n)
Adaptive weights: w(n) = w(n-1)+α(n)*g(n)

α(n) is the forgetting factor.

4. ARRAY CONFIGURATIONS

4.1 Linear Array
This cluster incorporates N-components organized in z-bearing. Expecting that all components have
indistinguishable amplitudes yet each succeeding component has a β reformist stage lead current excitation

comparative with the first one. A variety of indistinguishable components all of indistinguishable extent
and each with a reformist stage are alluded to as a uniform cluster [2].
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Figure 4.1 Linear array

The array factor is given by (4.1) to (4.3),
(1)

----- (2)
This can be written as

(2)
Where, Ψ = k d cosθ + β

The maximum radiation occurs at ψ = 0 hence β= - k d cosθ.

4.2 The Rectangular Microstrip Patch

The rectangular fix is normally planned with the goal that it can work close to a reverberation recurrence.
This infers that the fanciful piece of the perplexing impedance is zero.
The bordering fields go about as an extra length to the fix. Half-wave fix length should be not exactly a
half frequency to make up for the length presented by the bordering fields[2]. The measure of length,
condition (4), presented relies upon the substrate media, stature and width of the fix. � is the free-space
frequency, �d is the frequency in the dielectric, and �r is the substrate dielectric consistent.

r
dL

ε
λλ 49.049.0 ��

(3)
The example of a rectangular fix recieving wire is fairly expansive with a most extreme bearing typical to
the plane of the radio wire. Example calculation for the rectangular fix is effortlessly performed by first
speaking to periphery electric fields utilizing

nEM as
�

�� 2
,

wherever Ea is the periphery electric field. The element of 2 arises from the picture of the attractive flow
in the electric ground plane if t is thought to be little.

(4)
In equation (4), � stays the free-space stage consistent, the principal factor in condition is the example
factor for a uniform line wellspring of width W in the y-heading. The subsequent factor is the exhibit
factor for a two-component cluster along the x-pivot relating to the edge openings.

),(.sincos

),(.cos

φθφθ
φθφ

φ

θ

fEE
fEE

o

o
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Distinctive impedance of a rectangular square antenna differs starting 100 to 400 	. Through widening
the spot, the input impedance be able to be condensed. Aimed at a square spot with L = W, the L/W factor
now equation (5) develops 1, then the input impedance develops a drive of the dielectric constant. For half

wave patch,

2

1
90 


�

�


�

�
�

�
W
LZ

r

r
A ε

ε

	
(5)

Nearby are dissimilar kinds of methods for nourishing the patches, viz., enquiry fed, Microstrip edge feed
through quarter wave alterations, microstrip edge feedstuff with gap, two layer feed, etc.  Equation (6) is
the input resistance of a spot if the feeding net is edge feedstuff.

5. RESULTS AND DISCUSSIONS

5.1 SIMULATION RESULTS OF MICROSTRIP ARRAY

5.1.1 Lms Algorithm
The LMS algorithm has been simulated for adaptive arrays. Specifications for the arrays, input signal,
interference are as follows[4]. The desired signal is arbitrarily chosen as sinusoidal wave of unit amplitude
at an angle θo (say 30o). The interference signal is also arbitrarily chosen as sinusoidal wave of amplitude
less than unity, considering the signal to interference ratio SIR, at an angle θ i (say 00

). The value of μ is

considered as 0.0208. The weights are initialized to zeros.

Figure 5.1 Radiation Pattern
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Figure 5.2 Error plot

5.1.2. Matlab Output

LINEAR ARRAY ANTENNA WITH ONE INTERFERE ANGLE
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Figure 5.3 polar plot

How many element do you want in uniform linear array? 8
What is the desired users AOA (in degrees)? 30
What is the interferers AOA(in degrees)? 45
Hpbw=9.1673
Mu=0.0180
The rectangular plot shows that the maximum gain produced at the desired angle and produce nulls in the
interference angle at slow convergence but the gain is very small value when compare to isotropic element
array.

5.1.3. Rls Algorithm
We can construct the array steering vector for the angle of arrival of 30o and the interference angle is 0o.
After multiplying the steering vector by the signal S(k) we can then find the correlation matrix.
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Figure 5.4 Radiation pattern

Figure 5.5 Error plot weighted RLS

5.1.4 Linear Array Antenna With Two   Interfere Angle
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Figure 5.6 Polar plot

How many element do you want in uniform linear array? 8
What is the desired users AOA (in degrees)? 30
What is the interferers AOA 1(in degrees)? 45
What is the interferers AOA 2(in degrees)? 6
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The benefit of the RLS algorithm over LMS is that a broad correlation matrix no longer needs to be inverte
d. The recursive equations allow the inverse of the correlation matrix to be easily modified. Also the RLS a
lgorithm converges much faster than the LMS algorithm.

5.1.5 Comparison Table

By using MATLAB, the various adaptive algorithms are simulated with the microstrip uniform linear array
and the above tabulation is obtained.  From the table we conclude that the RLS outperforms than LMS
algorithms

Angle of arrival Degrees No. of

Elements

LMS RLS

Desired
Angle

Interference
angle

HPBW
degrees

No.of
iterations

HPBW
degrees

No.of
iterations

30 0 8 16.64 21 10.31 6
60 45 16.23 51 7.62 7
30 0 16 10.17 52 6.72 9
60 45 14.21 52 12.52 9

5.1.6 BLOCK DIAGRAM FOR LMS AND RLS ALGORITHM USING LABVIEW

Figure 5.7 Block Diagram for LMS and RLS Algorithm Using LabVIEW

Figure 5.8 Output for LMS using LabVIEW
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Figure 5.9 Output for RLS using LabVIEW

6. CONCLUSION

The standard LMS algorithm takes a large number of iterations, and hence the convergence takes much
more time. The RLS algorithm takes a less number of iterations, and hence it has fast convergence rate.
From this analysis we conclude that the RLS output forms than the LMS algorithms for micro strip
uniform linear array. We started the work by analyzing different algorithms and further proceeded with the
objective of improving the beam characteristics by modifying the algorithms. The various Adaptive
algorithms like LMS and RLS to be implemented using VLSI and comparative analysis have to be made.
From the comparative analysis, the best algorithm with improved performance may fulfill the needs of the
future cellular communication networks
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