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Abstract

The early and accurate prediction of liver disease in patients is till a challenging task among medical practitioners even
with latest advanced technologies. The support vector machines are widely used in medical domain. It has proved its
efficiency on producing good diagnostic parameters. These results can be further improved by optimizing the
hyperparameters of support vector machines. The proposed work is based on optimizing support vector machines with

crow search algorithm. This optimized support vector machine classifier (CSA-SVM) is used for accurate diagnosis of
Indian liver disease data. The various similar state of art algorithms are taken for comparison with proposed approach to
prove its efficient. The performance of CSA-SVM is found to be outstanding among all other approaches in terms of all

metrics taken for comparison. It has yielded the classification accuracy of 99.49%.
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1. Introduction

Liver is the largest organ in the body. Its main functions
include digestion, remove toxins, fights infection, balance
hormones and secrete bile juice. There are various liver
diseases which are caused due to virus infection, excess
amount drugs, poisoning, alcohol, obesity and many other
factors. These causes liver failure which significantly
damage the body as it leads to improper body functions.
This is a life-threatening condition. Some common liver
problems include hepatitis, fatty liver disease, liver cancer
etc. There are many tests to diagnose liver dysfunction,
liver biopsy, virad hepatitis tests, comprehensive
metabolic panel, transient elastography etc. The initia
stage of liver diseases are mostly unable to diagnose, as
the liver functions normally even with partia infections.
This creates a challenging task for doctors for accurate
prediction at early stage. Early detection and treatment
leads to healing of liver rather than leading to critical
conditions.

D EAI

Many machine learning algorithms such as artificial
neural networks, decision trees, support vector machine
(SVM) and many others are used in the literature for liver
data classification. A few recent works are discussed
below and their classification results are tabulated below.
The classification agorithms such as Naive Bayes (NB),
8, Random tree (RT), K-Star are implemented using
WEKA tool [1]. In [2], various agorithms namely
Logistic regression, SVM, RT, Bagging techniques are
compared for classification accuracy. Multi layer feed
forward deep neura network (MLFFDNN) trained with
back-propagation network (BPN) is used in [3]. XGBoost
algorithm is used to predict the liver disease data collected
from Andhra Pradesh, India In this L1 and L2
regularization technique is used to improve efficiency [4].
The class imbalance in ILPD is handled using synthetic
minority oversampling technique. Then the classification
performance is evaluated for both balanced and
unbalanced dataset using K-Nearest neighbor (KNN) and
SVM [5]. Particle swarm optimization (PSO) is combined
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with SVM for feature selection and applied for classifying
liver data[6].

The liver disease diagnosis done using SVM has found
to produce good results. This algorithm works still more
efficient when it is combined with heuristic and nature-
inspired  meta-heuristic ~ optimization  algorithms
(MHOAYS). In [7], the modification of kernel and optimal
set of SVM hyperparameters that are found using
optimization methods such as random search, grid search
and the Nelder—Mead method, has improved the
classification accuracy of DNA sequence recognition
problem. The learning vector quantization neural network
algorithm and the Fisher-SVM coupling agorithm are
applied for prediction of hypertension risk in steel
workers. The efficiency of this combination is proved for
varying sample size [8].

MHOAs jointly work with SYM for tasks such as
parameter tuning and feature selection. The two key hyper
parameters namely penalty parameter and kernel function
width are mostly tuned for better efficiency in many
works. A few includes, the MHOAS such as Ant colony
optimization and PSO [9], Fruitfly optimization algorithm
[10], accelerated PSO [11], Multi-verse optimizer
approach [12], Simulated annealing [13] were adopted to
find optimal set of parameters for SYM. To improve the
SVM classification accuracy in  high-dimensional
datasets, the feature selection technique is applied with
the help of MHOAS such as Grasshopper optimization
algorithm [14] and Firefly algorithm [15] is used to train
all the parameters of SVM. Many such MHOAS are used
with SVM for specific applications. But still these
algorithms are found to have some limitations. Most of
the times the accurate results are not produced. Thus a
robust algorithm that promises high diagnostic accuracy
in early prediction is needed to solve the above mentioned
issues.

In this work, Crow search optimization algorithm
(CSA) [19] isfirstly combined with SVM linear kernel to
optimize its lagrangian values in order to improve the
diagnostic efficiency of liver disease dataset. CSA is
chosen among other MHOAS as it contains simple and
efficient optimization steps. It also maintains good
balance between exploration and exploitation. As it has
only two tuning parameters, it is simple to apply and fast.
It is aso noted that it has proved its efficiency in many
similar applications. The calculation of apha and bias
value is the critical task during the training of SVM.
Many mathematical optimization agorithms like
Quadratic programming, Least squares, SMO etc., have
been used. Thus in this paper, the usual procedure of
optimizing SVM lagrange values using SMO during
training is discussed in steps. Then the details of CSA for
optimizing these lagrange values in the place of SMO is
illustrated. It is observed that the optimization steps of
CSA-SVM isvery simple and efficient.

The organization of the paper is as follows, Section 1
gives the introduction, Section 2 provides the details of
Indian liver disease dataset, concept of SVM, training of
support vector machine parameters with Sequential
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minimal optimization (SMO), details of CSA, CSA-SVM
methodology. Section 3 deals with experimental details,
results and performance analysis. Finally, Section 4
concludes the proposed work

2. Materials and methods

2.1. Dataset details

The publicly available Indian liver patient dataset from
University of California Irvine machine learning dataset
repository [16] is used for thiswork. This datais collected
from patients of north-east Andhra Pradesh, India It
contains 583 samples including 416 diseased liver
samples and remaining 167 non-liver diseased samples. It
data is tabulated with 10 input attributes and one output
class attribute. The attribute details of the dataset is given
in Table 1.

Table 1. Attribute details of dataset

Attribute  Attribute Attribute details

no. name
Input attributes
1 Age Age of the patient (all subjects greater than
89 are labelled 90)
2 Sex Gender of the patient Female Male
3 Tot_Bil Total Bilirubin
4 Dir_Bil Direct Bilirubin
5 Alk_Phos Alkaline Phosphotase
6 Alamine Alamine Aminotransferase
7 Aspartate Aspartate Aminotransferase
8 Tot_Prot Total Protiens
9 Albumin Albumin
10 A_G_Ratio  Albumin and Globulin Ratio
Output attribute
11 Disease Disease State (classified labeled by the
medical experts ) -1 = normad and 1=
disease

2.2. Support vector machine

The SVM algorithm was firstly invented by Vladimir N.
Vapnik and Alexey Ya. Chervonenkisin 1963. The SVM
classifier is a kind of machine learning agorithm that
attempts to find an optimal hyperplane with maximum
margin [17]. This algorithm separates the linearly
separable data samples into two classes. If the datais non-
linearly separable, then SVM maps the data into high-
dimensional feature space and performs the classification.
The equation of the separating hyperplane is given by the
Equation (1),
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H=wW'X+b=0 (1)

where ‘W’ is the normal vector that represents the angle
or orientation of the hyperplane in m- dimensional space
(synonymously it can be called as width of the margin),
‘X’ istheinput vector and ‘b’ is the bias or threshold that
represents the position or the distance of the hyperplane
from the origin. The canonical hyperplane is defined by
Equation (2) for positive samples and Equation (3) for
negative samples.

H =W i+b=+1 (2)
H =W ¥+b=—1 (3)

The data samples that lie above the Equation (2)
belong to positive class and data samples that lie below
the Equation (3) belong to negative class. The data
samples that lie on the Equations (2) and Equation (3) are
called support vectors. Thus the design of the SVM
classifier isinfluenced by the formation of hyperplane and
the position of the support vectors on it. The details of
SVM dtructureisillustrated in the Figure 1.
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Figure 1. Structure of SVM

From the Figure (1), the equation of the margin is given
in Equation (4),

MaT g, ':‘,r’:' = T (4)
wherellwll, =+w7w (L-2 norm). Now the objective of
SVM is to maximize the margin and is carried out by
minimizing the L-2 norm. This is mathematically
expressed as an optimization equation given in Equation

5.
minimize [lwll;

subjectte ¥ (W X, +blz1 i =12..n
©)
The above Equation (5) is a constrained convex

guadratic optimization subject to linear constraints, so it
can be rewritten as Equation (6),

< EAl

1 1
Minimize ;||u|| =sww
subjectto w(W X+ =1 i=1.2..n

(6)

Further, by using the Lagrangian multi pliers[a:], the
above equation is converted into an unconstrained
optimization equation as given in Equation(7),

min ia) = l'l'!..i.l'll.E;I_.l o vER(x X e — IE o
ubisct ¢ {I}guggn‘ﬂ:
Soject to E;IHFE“E:I}

(7)

where &, %, is the kernel function value for the training
data and c is the box constraint values whose details are
discussed in upcoming section.There are many kernel
functions such as Linear kernel, Quadratic kernel,
Polynomial kernel, Gaussian Radial Basis function and
Multilayer Perceptron kernel can be used.

The objective function given in Equation (7) is
evaluated using any one of the mathematical optimization
algorithms such as SMO, Quadratic programming (QP),
Least squares (LS) and so on [18]. The optimal values of
alpha and bias are used for classifying the unknown data
‘Z using Equation (8)

Output(Z) = sign| Lt oK., . + bias)

(8)

Where Ks,; is the kernel function value that gives the
similarity or distance between the support vectors and
unknown data.

2.3. Optimization of SVM using SMO

The training phase of SVM starts with loading of training
data and then the separation of data into input and the
target. The input data is shifted and scaled followed by
calculation of kernel matrix using a kernel function. Then
the box constraint values are calculated. After that the
alpha and bias values are calculated using SMO algorithm
that results in the calculation of support vectors [18].
Using these support vectors, testing phase is carried out
for classification of unknown data.

Steps for optimizing Support vector machines with
SMO agorithm

Step 1 Load the data

The training data of size ‘'n’ is loaded for training the
support vector machine classifier.

Step 2 Separation of training datainto input and target

The training data is separated into input and target. Let X
= {X1,X2,...,Xn} represents the set of samples(records) in
the data. This X contain ‘nl’ number of records that
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belongs to class 1(positive class) and ‘n2' number of that
belongs to class2(negative class). Each Xi contains m
attributes(features), i.e, Xi = {Xi1,Xi2,....Xim}. Yi is the
actual output which may either take -1 for negative class
and +1 for positive class. Let Yi={Y1,Y2,...,Yn} represents
the output class label of each record.

Step 3 Shifting the input data

For shifting the input data, first the shiftmean value is
calculated. The shiftmean value is the negative of the
mean of each column or attribute of the input data and it
is calculated using the equation (9) as,

Shifemean,T, :[E: L x, I:—in‘ m:—l'—x:'"'],
n n n
i=1.2.m.j=12..m 9

The input data is shifted by adding the shiftmean value of
each column with its corresponding column values. It is
calculated using the equation (10) as,

Iy +xg, - Hm tTXym
Ehiftdata, Sh;; = : :

Bt Xas - Bt Xaw

i =12,..mj=12,..m

(10)

This is to centre the data points at their mean. Shiftdata,
sh isthe shifted data matrix

Step 4 Scaling the input data
The scalefactor is calculated as one divided by the

standard deviation of each column as per the equation
(11) given below,

1 1 1
& =& = .El'_.: T _"'5-”: [ -
Bl -m) [Elre-m) |G )
(n—1) (n—1) |” n—1)

Y \

[=Ll2.mj=12 .m (11)
The scalefactor of each column is multiplied with the
shifted data matrix of its corresponding column using
equation (12) as,

@ &hy

5...5?11 {1
Sealedatn, 5; = :

o S.h i :r..,.S;h., .

i=12 .mj=12 ..m

(12)

The scaled data matrix is used for training the SVM
classifer.

Step 5 Selection of Kernel function and calculation of the
Kernel matrix

2 EAI 4

The kernel function maps the training data into kernel
space. There are many kernel functions such as Linear
kernel, Quadratic kernel, Polynomia kernel, Gaussian
Radial Basis function and Multilayer Perceptron kernel.
The kernel function is denoted by K(Si,Sj), where Si and
S arethe scaled input vectors. The calculation for Linear
kernel is given in the equation (13),

K(5,5) = (o5). 0(5)) (13)

The kernel matrix, Ki,jis calculated by the equation (14).
lol(E) . @lm0) - lelm). o5
K;= : L :

lelsy. wls} - lele). ezl
Lj = L2..n (24)
The kernel matrix represents the similarities between the
input vectors. It is a symmetric and positive semi-definite
matrix. The x represents the input vector and K denotes
the feature space vector got after the transformation. The
kernel function maps the shifted and scaled training data
‘S into kernel space or the feature space vector. Linear
kernel, Polynomial kernel, Gaussian Radial Basis function
(RBF) are some popular kernel functions listed in Table 2.

Table 2. List of kernel functions

Kernd name Kernd function
Linear Kernel kK= 5%
5 — 57|
RBF kemel H:exp(—” o I % kernel width,w = 0
Slek” A
Polynomial E = {1+55% forany degree, d>0
Kernel

The purpose of the kernel matrix is to find out the
similarities between the input vectors. It is a symmetric
and positive semi-definite matrix.

Step 6 Retrieving the diagonal of the Kernel matrix

The diagonal of the kernel matrix is retrieved and given
using equation (15) as,

(15)

Step 7 Calculation of Box constraint values for classes

The Boxconstraint (c) is a value used in the training
process to handle the trade-off between training error and
complexity of the model. Further this penalty parameter is
a boundary condition that decides the number of outliers
accepted for the calculation of support vectors. It is of
same length as the training data. It is always initialized as
1,[c = 1].It automatically rescales the samples if two
groups are unbalanced. The box constraint for each class
is calculated using the equation (16) and (17) as,
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—_—, ifmy Fm
-1 16
§ {I].E ifn, =n ( )
—_, if g #m
Yem na 1
& {I].E ifn, =n. (17)

In general, smaller value of ‘c’ makes the classifier
flat, larger value makes the training with less error and
very larger values make the classifier to start overfitting.
Hence an optimal ¢ value is chosen to make the classifier
retain its property of generalisation with less training
error.

Step 8 Calculation of Alpha and Bias values using
Sequential Minimal Optimization (SMO) agorithm

In this section, SMO is discussed to calculate the alpha
and bias value. The following are the control parameters
to beinitialized for SMO algorithm.

In each iteration, the SMO algorithm chooses a pair of
the Alpha values (a1 and o) aso known as the Lagrange
multipliers and optimizes it by solving analyticaly, till
convergence takes place. The existence of the equality
constraints makes it impossible to optimize the variables
individually which in turn only optimizes the alpha
values. Likewise the Alpha values are calculated for all
the datapoints, two at a time till the optimum values are
obtained, based on the condition 1 that whether the
maximum number of iterations reached or when the
condition 2 ((a1-02)<tolKKT) is satisfied. Then the bias or
the threshold value is calculated using the equation (18)
as,

bias = —'—- (18)

Each datapoint is associated with one alpha value which
plays a vita role in qualifying the datapoints as the
support vectors. The post condition is the apha values
should be greater than or equal to 0 and less than or
equa to the  Boxconstraint  vaue, i.e,
0= cwherei = 1L2..1n

Step 8.1 Initialization of training parameters

e Maximum number of iterations, maxiter =
[1...5000]

e Tolerance by which the Karush-Kuhn-Tucker
(KKT) conditions and stopping criteria are
checked, tolKKT= 1.0000e-03

e Episilon(e) = 2.2204e-16

e Tolerance by which support vectors are
identified, svTol= square root of € = 1.4901e-08

o KKTViolationLevel=[0,1], specify the fraction
of variables allowed to violate the KKT
conditions, itisset as0

e Number of accepted KKT violations,
acceptedKKTviolations= 0

e The initia alpha value of al datapoints are

< EAl

initialized with a®9(i) 0, i=1,2...n

e The object gradients of the objective function are
initialized withAw =1

e The vectors, Box+1 and Box; of classl and
class2 respectively areinitialized as,

o mex,={g
—cp.ify = —1
0.ify;= +1
e The masking vectors for classl and class? are

I, .andl , respectively, initialized as,

cq_ flaify = 1
I ‘I‘L}_[D,[f}‘; S and

and

e  Eax i) :[ where i = 1,2 ..1n

cq _ flaify = —1
L. _[I},[fyi = +1

Step 8.2 Calculation of first Alphavalue

The first alpha value al is calculated using the equation
(19) as,

o, = maxiyawd, (D), i=12.m (19
The index value of azisstored inid;

Step 8.3 Calculation of second Alpha value using
Maximum gain method

The Maximum gain method is used for finding the second
alpha value (02) and its index (id2) using o1 and 101 Values.
For that, mask values are calculated using the
equation(20) as,

1, ywy <y

W)= T (i _
mazk(il= I ,(i)P. where F EIL ntherwiss’

i=1,2..n  (20)

Now calculate the gain value using the equation (21),
gainNumeratorii) = (rdw;, — 1 mask(i)
gainDenominator(i) = —& &k, + P, L) + 2, (idl]

gain= maxllr—":ﬁl'I'""“"::H' E }; (21)

where i=1,2,...n, gainNumerator gainDenominator# 0
The index value of gain value is the index of the second
alpha value (id»). The o2 is calculated in the equation
(22),

O3 = Ve AlWiss o E=Lawn (22)

The aphavalues are updated based on stopping condition.

Step 8.4 Checking for the stopping conditions and
calculation of Bias value

The condition 1 isto check whether the maximum number
of iterations (maxlter) is reached to check for stopping of
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optimization process. If the condition 2 is true then the
bias value is calculated using the equation (10). If the
condition fails, then the Lagrange multipliers ol and o2
are updated till it the convergence occurs. The apha
values are updated before the next iteration. The alpha
calculation is stopped if any one or both the conditions are
satisfied, which ever be the earliest.

Step 8.5 Updating the Alpha values based on clip limits

The bound constraints, o < a; = ¢, =, Causes the Lagrange
multiplier (LM) to lie within a box, while the Linear
equality constraints Ei , v =0 makes the LM to lie on
the diagonal line segment. The ends of diagonal line is
computed with the help of LM. This corresponds to the
right orientation of the Hyperplane. The clip limits are
calculated using the equation (23),

[ —

Em‘iﬁ.: 0.0, — s, (f ¥ = Fun
macl Qooe; +o8; — 01)e (¥ F Fin
_ {‘mlu': Cpfy H & — &) ¥ = Vi (23)

11i.l'l':|."_._. by — I.'-\'-,:'_. if¥u F Yin

and

The calculation of the second derivative of the objective
function, (sxalong the diagonal line is given in the
equation (24),

(24)

When # =& then lambda, A value calculated using
equation (25) as,

A= —Yun Ay + Vg AW
(25)

The new second alpha value, «“* is calculated first using
the equation (26),

atew = o (1d2) + 25 (26)

Next the constrained minimum is found by clipping the
unconstrained minimum to the ends of the line segment
i.e., the a!“*walusisclipped Using the equation (27),

Hifal™ = H,
A = e L gl (27
Lifal™ < L.

Now the new first alpha value, " is calculated first
using the equation (28),
™ = g™ (id1) + v, Ve (e (id2) — oy E""”’:I (28)

1

The ! is clipped using the equation (21),

i [fal™™ <l &
aremetred = o ifai > e (29)

o)™, otherwise

<« EAI

These alpha values from the equation (27) and (28) are
updated in the global array a**.

Step 8.6 Updating the training parameters

The relevant training parameters such as aw., I, andl ,of
the (19) and (20) are updated using the equation (30).

Aw; = AWy =K1 ViV | I:‘,:In:-.: clipped I?l'_"-.jl — s ViV (g
1. 0id1) = [1, {fyu o) < Box,, (id1) — seTol
0, otherwisze
1,.(id2) = [L e, < Box,, (id2) — svTal
0, otherwize
1, (id1) = [L iy @y = Box  lidl) + svTal
0, otherwize
I lidz) = {L Fyuse @, > Box ; (id2) + svTol
0, otherwize
where i = 12 N
(30)

Proceed with the next iteration till the conditionl and 2
gets satisfied.

Step 9 Evaluation of the value of the objective function in
Equation (7)

Step 10 Calculation of the Support vectors

The training datapoints are qualified as support vectors of
size g with the help of alpha values updated at the end of
the training process using the equation (31) as,

svindices(j) = index( alphas(j) = »'EJ

support_vectors(j) = Kuuave i, | = 1,2 ...Q (3L
The kernel matrix with svindices are the support vectors

Step 11 Discrimination of alpha values

The alpha values, «*“ are classified based on its class

a™ (i) = yisvindices(j) e (svindices(j)], j=1,2...q (32)

Thisisthefinal aphavalues used for testing process.
Testing phase

Step 12 L oad the test data

The test datazi={71,72,....Zn} with m attributes as that
of training datais loaded for testing the SVM classifier.

Step 13 Shift the test data

The test data is shifted using the eguation (33) from the
shiftmean cal culated from equation (9),
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Htoa - T toim
Shiftdata e She =L : :
R o
i=12,.mj=12,..m (33
Step 14 Scale the test data

The shifted test datais scaled using the equation (34) with
the scaling factor derived in equation (11),

7, sh,

aslyg T 1 ST NERL g
g, =h, - iy, sh

&al g g

Scaledatay, Sy, ; =

i=12 ..mj=12 ..m (34)

Step 15 Classification of the test data

The classification function is evaluated and the sign of it
denotes the classification of data into classl and class2.
The classification function is given using the equation
(35),

Output(j) = signl XL a K, + bias) (35

where &, . is the kernel matrix which gives the similarity
or distance between the support vectors and the testing
data.If the sign of the output of particular test data is
positive, then it belongs to class 1 and else if it is
negative, then it belongs to class 2.

2.4. Crow search algorithm

CSA is the most recently developed algorithm by Alireza
Askarzadeh in the year 2016 [19]. It is inspired based on
intelligent stealing behaviour of clever bird crow. The
crows hide extra food in hiding places and retrieve when
needed. A crow follows the other that has better food
sourceinorder to steal it. From its own stealing
experience, it also tries to avoid being a future victim.
These behavioural characteristics of crows are simulated
as metaheuristic optimization algorithm. The flock of
crows forms the population (N). Each crow X; [ i=1,
2,...N] is considered as search agent, the environment as
search space, the hiding places as certain positions which
corresponds to feasible solution, the fitness function is
based on food source quality where best food source is
global best solution.

A d-dimensional environment is assumed, that is each
crow is considered as d-dimensional vector. The position
of crow i at iteration iter is given as X' where
iter=1,2,...max_iter.

" X xxye] -

Each crow is associated with memory to memorize the
information of its hiding places. The memory of i" crow
initeration iter is given asm'®, Thisis considered as best
position achieved so far, based on fitness value calculated
at each iteration. The crows have the habit of following

< EAl

the other to find their hiding places to steal food. Based
on their behavioural strategy, two cases are formulated to
update their position. Assume crow i followscrow j,

= Case 1: If crow j does not know that it is followed
by crow i, it reaches its hiding place which is also
reached by crow i. Hence position is updated for
crow i. The new position of crow i is calculated as,

X[ [ter+1 — };-l' iter + n e f{l’ ff?i"{m_i' [ter _ Xl' |'n=~i*':I (37)

where r; is random number and fI''* denotes flight length
of crow i at iteration iter.

= Case 2 If crow j noticesthat it is followed by crow
i, then it tries to fool crow i by reaching some other
location randomly. Now the new position of crow i
is updated with random value. The case 1 and case
2 depends on value of awareness probability (AP).

2.5. CSA-SVM Methodology
The procedure of CSA-SVM isgiven below,

Step 1l Initialize population size (N), Maximum
iteration (Max_iter), awareness probability
(AP), flight length (f1).

Step 2 Initialize the crow population using random
values (position of crows).

Step 3 Initialize the memory of crows. For first
iteration, its initial positions are considered as
memory.

Step4 The quality of position of each crow is
evaluated using the fitness function (Equation 7)

Step5 The new position of each crow is generated
based on two cases, case 1 and case 2.

Step 6 Feasibility of new positions are checked. If it is
found better than current, then position update
takes place else current one is saved.

Step7 Fitness of each crow for new position is
calculated.

Step8 The memory of each crow is updated by
comparing the new fitness value with
memorized one. It is updated with the better
one.

Step9 Check for stopping criterion, that reaching
maximum iteration.

Step 10 Steps 5-9 are repeated till max_iter is reached.

Step 11 The optimal or best solution is achieved.

3. Experimental details and discussions

The most widely used algorithms such Genetic algorithm
(GA) [20], Multi-verse optimizer (MVO) [21], Firefly
algorithm (FA) [22] and PSO [23] are used to optimize
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SVM and applied for classification of liver dataset. The
results are compared with proposed CSA-SVM. The
proposed CSA-SVM and all other comparison SVM
hybrids such as MVO-SVM, GA-SVM, FA-SVM and
PSO-SVM algorithms are developed in MATLAB
R2015b installed in machine with Intel core i5 processor
of speed of 2.7 GHz and 4 GB RAM. The details of other
MHOAs such as GA, MVO, FA and PSO that are taken
for comparison are out of scope for this work and are not
further discussed here. As it is necessary to revea the
values that are set for the control parameters of
comparison MHOAS used in the experiments, the details
regarding it are given in Table 3. All the experiments are
conducted using ten-fold cross validation method and
averages of results are tabulated in Table 4.

Table 3. Setting of control parameters

Algorithm  Parameter Value

CSA flight length (fl) 25
awareness probability (AP) 0.05

MVO Min wormhole existence ratio 0.2
Max wormhole existence ratio 1

FA light absorption coefficient 1
attractiveness 1

PSO Acceleration constants (C1,C2) 2,2
Inertia weight (w) 0.8

GA Selection Roulette wheel
Cross over probability 1
Mutation probability 0.01

The performance measures such as sensitivity, specificity,
precision and accuracy are used to scale the performance
along with standard deviation (SD) [24]. The results from
the experiments clearly shows that CSA-SVM has the
best diagnostic capability than al other hybrid SVMs. It
has produced accuracy, specificity, sensitivity and
precision of 99.49+0.12, 98.80+0.33, 99.76+0.21 and
99.52+0.51 respectively.

Table 4. Performance comparison of SVM
classifiers

The performance of MVO-SVM and GA-SVM are found
to be a little closer. MVO-SVM has the second highest in
sengitivity and accuracy as 96.15+1.87 and 95.03+2.01
respectively. GA-SVM is next highest to CSA-SVM in
specificity and precision values as 95.81+1.32 and
98.24+1.86 respectively. FA-SVM is competitive with
PSO-SVM in diagnostic accuracy. PSO-SVM has yielded
least performance in terms of accuracy and sensitivity as
85.25+2.28 and 84.13+2.43 respectively, and this shows
that it has not correctly predicted the most positive
samples. FA-SVM is least in terms of specificity and
precision as 79.04+2.52 and 91.42+2.21 respectively, and
from this it is found that it has given the least
discrimination ability toward the negative samples. The
results prove that CSA-SVM has produced outstanding
performance than all classifiers used for comparison. This
is plotted in a graph with performance metrics in X-axis
versus scaling (in percentage) in Y-axis. This details are
shown using Figure 2.

Performance of hybrid SVMs
100

0

6
Sensitivity specificity Precision Accuracy

[ ]

4
2

o]

value in percentage
[en]

Performance metrics

m CSA-SVM MVO-S5VM GA-SVM

FA-SVM B PSO-SVM

Figure 2. Performance chart of hybrid SVMs

Table 5. Performance comparison of works in
literature on Liver disease diagnosis

Sensitivity ~ Specificity  Precisont  Accuracy+
Approach + SD(%) + SD (%) SD (%) SD (%)

CSA-SVM 90.76+0.21  98.80+0.33 99.52+0.51 99.49+0.12

MVO-SVM  96.15+1.87 92.22+2.11 96.85+0.69 95.03+2.01

GA-SVM 93.99+1.99 9581+1.32 98.24+1.86 94.51+1.93

FA-SVM 89.66+3.41  79.04+2.52 91.42+2.21 86.62+2.64

PSO-SVM 84.13+2.43  88.0242.94 94.59+1.57 85.25+2.28

Works in  Approach Performance
literature (Accuracy)
[1] NB 60.6%
K-star 67.2%
J48 71.2%
RT 74.2%
[2] Logistic regression
73.5%
SVM 70.94%
RT 66.66%
Adaboost 74.35%
Bagging 72.64%
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[3] MLFFDNN 98%

[4] XGBoost algorithm 99%

[5] SVM 73.96%
K-NN 74.67%

(6] PSO-SVM 94.42%

[25] NeuroSVM (SVM + ANN) 98.83%

[26] Boosted C5.0 93.75%
CHAID algorithm 65%

[27] Naive Bayes(NB) 53.90%
Decision trees 69.40%
Multi-layer perceptron (MLP) 67.90%
k-Nearest Neighbor 65.30%

[28] J48 68.78%
MLP 68.26%
Random Forest 70.30%
Bayesian network 67.24%

[29] Bagging 69.30%
IBK 64.49%
J-48 68.78%
JRip 66.38%
MP 68.95%
NB 55.75%

Proposed CSA-SVM
method 99.49%

The several works on Liver disease data using various
algorithms in literature along with proposed CSA-SVM
are tabulated in Table 5 based on accuracy produced by
them. This also shows that CSA-SVM has produced better
result when compared with others.

4. Conclusion

The optimization of SVM parameters with SMO is dealt.
In this work, the lagrange values of support vector
machines are optimized using the crow search algorithm.
This optimized CSA-SVM classifier applied for the
efficient diagnosis of Liver disease. It is noticed that the
procedure to optimize SVM with CSA is simpler than
with that of SMO. The experiments are carried out using
ten-fold cross validation method. Many similar SVM
hybrids are taken for comparing the efficiency of CSA-
SVM. It is experimentally found that CSA-SVM has good
discrimination ability on the liver disease data in terms of
performance metrics such as sensitivity, specificity,
precision and accuracy. Also the results of various
algorithms that are used for liver disease diagnosis in
literature are also compared. The overall classification
accuracy produced by CSA-SVM is 99.49% which is the

highest value. Finadly, it is found that CSA-SVM has
produced outstanding results than that of other approaches
in liver disease data diagnosis. This approach can also be
recommended to be used for other disease diagnosis. It is
proved that it can help the medical domain in earlier
accurate diagnosis of diseases based on the results
produced in this proposed work.
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Abstract

People give more importance concerning the overall quality of the modernized ecosystem.
The pollution of air is one of the significant problems to be resolved as it restricted the
ecological transformation of the modernized ecosystem. Therefore, it isfundamental to eval-
uate the implication of these ecological issues to enhance the urban ecosystem. This vital
purpose of this research is to propose a canonical correlation analysis based hyper basis
feedforward neural network classification (CCA-HBFNNC) model for evaluating sustain-
able urban environmental quality. The CCA-HBFNNC model initially acquires alarge size
of U.S. air pollution dataset as input. Then, a canonical correlative analysis based feature
selection algorithm is applied in the CCA-HBFNNC model to select the key pollutant fea-
tures, which bear fundamental implications to the modernize air pollution to maintain the
level of urban sustainability. After the feature selection process, the CCA-HBFNNC model
applies the HY PER BASIS FEEDFORWARD NEURAL NETWORK CLASSIFICATION
(HBFNNC) algorithm in order to classify input air data based on chosen pollutants features.
During the classification process, the HBFNNC algorithm used three critical layers namely
hidden, output and input layersfor efficiently categorizing each input data as higher or lower
pollution level with higher accuracy. If the level of air pollution on the urban environment is
higher, finally CCA-HBFNNC model significantly reducesthepollutionlevel. Inthisway, the
CCA-HBFNNC model attainsimproved urban sustai nability |evel swhen compared to sophis-
ticated operation. An experimental evaluation of the CCA-HBFNNC model isdetermined in
terms of CCA-HBFNNC model, time complexity and fal se-positive rate in consideration of
the diversified number of air data retrieved from the big data sets. An investigational result
shows that the proposed CCA-HBFNNC model can increases the sustainability level and
minimizes the time complexity of urban development when contrasted with contemporary
works.
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1 Introduction

Theterminology ‘' Big Data refersto the massiveamount of information collected for discov-
ering useful knowledge. The pollution of air is now considered as a fundamental ecological
issue in the modern sustainabl e ecosystem. Recently few research works have been designed
for maintaining urban sustainability using different techniques. But, the classification perfor-
mance of conventional techniqueswhen using big data asinput waslower. In order to resolve
this drawback, a novel model called Canonical Correlation Analysis Based Hyper Basis
Feedforward Neural Network Classification (CCA-HBFNNC) is developed in this research
work.

A Hybrid Model was introduced in [1] for increasing a sustainable urban-environmental
quality evaluation performance using air pollution data. However, the Sustainability level
using thismodel waslower. A Multiple Criteria Decision Making (MCDM) Framework was
introduced in [2] to consider the implications of air pollution on urban sustainability and to
identify numerous factors of economic enhancement and air pollutants. But the time utilized
for urban sustainable development process was more.

A review of different techniques designed for urban environmentsin consideration of big
data and ecological sustainability referring to data applications have been analyzed in [3].
A novel methodology was presented in [4] for sustainable urban development. However,
controlling air pollution levels in the urban environment remained unsolved.

An analytical framework was introduced in [5] to attain the anticipated level of ecolog-
ical sustainability. But the computational complexity taken for preserving environmental
sustainability was very higher. A Planning and Scholarly Technique was appliedin [6] to cal-
culated intelligent, sustai nable urban devel opment. Nonethel ess, the modernized sustainable
performance was not enhanced.

The principaly enhancing advancements of the big data analytics and context-aware
computing weredesigned in [ 7] for intelligent, sustainable urban environments. But reducing
the air pollution level was not considered. A novel model was designed in [8] to resolve the
major ecological and social concernsin the advancement of sustainable urban environments
by using the big geospatial data. However, a higher sustainability level was not obtained.

Unique challenges and opportunitiesinvolved in big urban datafor enhancing the sustain-
able development goals were analyzed in [9]. But the processing time required for effective
urban sustainable devel opment was not reduced. Thefinancial analysis approach was created
in [10] to evaluate the potential ecological problems acted upon by the underground spaces
that use the modernized form of sustainability. However, the urban sustainability level was
not increased while getting big data as input.

To resolve the present issues discussed above, the CCA-HBFNNC model was designed.
The most crucial contribution of the CCA-HBFNNC model is described in below,

e To improve the sustainability level on the urban environment when contrasted to the con-
temporary operations, CCA-HBFNNC model is designed by using canonical correlative
analysis-based feature selection (CCA-FS) and hyper basis feedforward neural network
classification (HBFNNC) algorithms.
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e To enhance the classification performance of big air pollution and thereby achieving a
higher sustainability level, the HBFNNC algorithm is proposed in the CCA-HBFNNC
model. HBFNNC is a variation of the three layers feed-forward neural systems in which
input big air datais passed viathe input layer, output layer and hidden layer.

The remaining section of the research is designed as followed. Section 2 proposes the
CCA-HBFNNC model isdetailed explained with theaid of an architecturediagram. Section 3
shows the experimental settings. The experimental result of the proposed CCA-HBFNNC
model is discussed in Sect. 4. In Sect. 5, a detailed literature survey is given. Lastly, the
research iswrapped up in Sect. 6.

2 Canonical Correlation Analysis Based Hyper Basis Feedforward
Neural Network Classification

Air pollutionisqcritical environmental concernthat can principally impact the urban ecolog-
ical environment. Certainly, air pollutants are not just dangerousto human health, but can also
lead to significant economic loss, which ismost evident in devel oping economies. Therefore,
the management and control of air pollutions are currently regarded asamajor concernin the
social and economic development aspect of the devel oping nations. Nonethel ess, the preven-
tion policy of the management and control of air pollution in the countries is considerably
lagging the social and economic developments. As such, the ambient quality of air is sig-
nificantly deteriorating. Atmospheric pollutants are mainly influenced by air pollutants and
their emissions hence leading to asignificant advancement of the urban environmentsand the
shrinkage of the green space. L ately, many research works have been designed for controlling
air pollution and maintaining urban sustainability. However, the classification accuracy of big
pollution data for maintaining higher urban sustainability iswas|lower. In order to overcome
this drawback, canonical correlation analysis based hyper basis feedforward neural network
classification (CCA-HBFNNC) model is proposed in this research work.

Contrary to that, the contemporary works, CCA-HBFNNC model is introduced by using
the canonical correlative analysis-based feature selection (CCA-FS) and hyper basis feed-
forward neural network classification (HBFNNC) agorithm. The CCA-FSisdesignedin the
CCA-HBFNNC model to choose the significant pollutant features to bear much significant
on the moderni zed atmospheric pollution with alower amount of time complexity. In addition
tothat, the HBFNNC algorithm designed in the CCA-HBFNNC model classifieseach datain
each big dataset as higher pollution or lower pollution level. Thus, the CCA-HBFNNC model
controlsair pollutions on the urban environment with higher sustainability and minimal time.
The architecture diagram of the CCA-HBFNNC model is shownin below Fig. 1.

Figure 1 demonstratesthe overall processes of the CCA-HBFNNC model to get enhanced
urban sustainability performance. As presented in the Fig. 2, the CCA-HBFNNC model
includes two main processes namely feature selection and classification for effective, sus-
tai nable urban devel opment. During the feature selection process, the CCA-HBFNNC model
applies canonical correlative analysis-based feature selection (CCA-FS), whereit selectsthe
pollutant features that are more related to maintain urban sustainability with lower time
complexity.

During the classification process, the CCA-HBFNNC model employs Hyper Basis Func-
tion Network with aiming at classifying each datainto corresponding classes (higher pollution
or lower pollution level) with higher accuracy. From the above big pollutant data classifica-
tion result, the CCA-HBFNNC model significantly controls the pollutions level and thereby
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corresponding class

Attain higher performance for Urban
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Fig. 1 Architecture diagram of CCA-HBFNNC model for urban sustainability

improves urban sustainability performance as compared to existing works. The detailed pro-
cesses of the CCA-HBFNNC model are described in the below subsections.

2.1 Canonical Correlative Analysis Based Feature Selection

The pollution of the environment is a result of a multiple factor interaction in the complex
earth atmosphere. As such, there are many pollutants that have to lead to air pollution. In
order to simplify our research, we have to evaluate many vital pollutants, which have avita
implication to the modernized air pollution. Therefore, The canonical correlative anaysis-
based feature selection (CCA-FS) is designed in the CCA-HBFNNC model. The CCA-FS
agorithm improvesthe feature sel ection performance with aminimal amount of timein order
to efficiently maintain urban sustainability. The processesinvolved in the CCA-FS agorithm
isdepicted in Fig. 2.

Figure 2 showsthe processes of the CCA-FSalgorithm. Asshownin thefigure, Canonical
correlation analysis initialy is employed in CCA-FS algorithm to identify the associations
between two features * f1’ and ‘ f2’ in given big air pollution air dataset. Let consider two
features. * f1’ and * f2’, and there are correlations among the information, then Canonical
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Fig. 2 Flow processes of CCA-FS agorithm

correlation analysis discovers linear combinations of A and B which have a maximum cor-
relation with each other. Thus, Canonical correlation analysisis mathematically determined
using the Eq. (1) expression,

Corr — Y f1fy = Cou(fy, fp) Q)

From the above Eq. (1), the covariance matrix is determined by considering information
from of features * f1” and * f2’. In C the CA-FS agorithm, the covariance between input
features. * f1’ and * f2’ is measured using below mathematical formulain Eq. (2),

Cou(fy. f) — D (f1— f;)(fz — f2) @

From the above mathematical expression (2), ‘ f1’ represents the values of the data in
features * f1* and * f,’ denotes the values of data in features * fo’. Here, * f1’ indicates the
mean of thefeatures* f’ and* f,’ referstothefeatures* f,’ and ‘n’ representsatotal number
of the features in a given big dataset. By using the above Egs. (1) and (2), the CCA-FS
agorithm evaluates the relationship between the two air features. From that, the CCA-FS
algorithm selects the features with a higher correlation value as significant to enhance the
performance of urban sustainability.
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The agorithmic processes of CCA-FS algorithm are explained in below,

/I Canonical Correlative Analysis Based Feature Selection algorithm
Input: U.S Air Pollution Dataset : Number of features ‘{f;, f5, ..., fu} "
Output: Select relevant features for increasing urban sustainability

Step 1:Begin

Step 2: For each input feature. ‘f;’

Step 3: Measure covariance ‘Cov(4, B)’ using (1)

Step 4: Compute the canonical correlation ‘Corr using (2)
Step 5: If (Corr is 1), then

Step 6: Select features. ‘f;’ as relevant

Step 7: Else

Step 8: Remove feature f; as irrelevant

Step 9: End If

Step 10:  End For

Step 11:End

Algorithm 1 Canonical Correlative Analysis Based Feature Selection

Algorithm 1 illustrates the detailed processes of Canonical Correlative Analysis Based
Feature Selection. By using the above algorithmic process, CCA-FS algorithm efficiently
choose the features that are more significant for increasing urban sustainability with alower
amount of time consumption. Hence, the CCA-FS a gorithm attains enhanced feature selec-
tion performance for effective urban environmental sustainability as contrasted to the present
works. Resultantly, the CCA-FSalgorithm assures an effective performance-based on feature
assortment time and accuracy to the sophisticated works.

2.2 Hyper Basis Feedforward Neural Network Classification

In the CCA-HBFNNC model, the hyper basis feedforward neural network classification
(HBFNNC) algorithm is a special type of feedforward neural network using the Gaussian
activation function. The HBFNNC algorithm takes several data with selected features from
a big dataset as input. The HBFNNC algorithm contains input, hidden and output layers
in order to classify each collected air data into as higher pollution or lower pollution with
higher accuracy for urban environmental sustainability. The processinvolvedintheHBFNNC
agorithm is presented in Fig. 3.

Figure 3 showsthe flow processes of the HBFNNC a gorithm to get abetter urban sustain-
ability level through classifying big air data. As presented in the above figure, the HBFNNC
algorithm at first gets several data with chosen features as input. After taking input, the
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Fig. 3 HBFNNC algorithm process for maintaining urban sustainability

HBFNNC algorithm classifieseach dataas higher pollution or lower pollution level by consid-
ering sel ected features. According to the classification result of big air data, finally, HBFNNC
agorithm reduces pollutions|evelsin the urban environment. From that, the HBFNNC algo-
rithm obtains increased urban sustai nability whenever contrasted with the prevailing works.
A structure diagram of the HBFNNC algorithm is presented in Fig. 4.

As presented in the above structural diagram shows HBFNNC includes of three layers
that are interconnected. The first layer includes input neurons which acquire the number
of air data with chosen features as input. Those neurons send each input air data on to the
second layer called a hidden layer. The hidden layer in HBFNNC analyzes the input big air
data using the activation function and returns the classification result to the third layer called
the output layer. Every interconnection in HBFNNC contains a strength called weight. The
weight isindicated by anumber. The HBFNNC learnsinput big air dataadjusting the weights
of each neuron to get higher classification accuracy for maintaining urban sustainability with
minimal time.

The HBFNNC agorithm utilized the Gaussian activation function that significantly deter-
mines the relationship between the input big air data. In the HBFNNC algorithm, the output
of the Gaussian activation function is lies between the ‘0’ or ‘1’. From that, Gaussian acti-
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Hidden layer

Weights
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Fig. 4 Structure diagram of HBFNNC

vation function ‘GAF output in the hidden layer is mathematically obtained using below
formula,

~(d—m)?

GAF(d) = e 2?7 €)

1
V2o

From the above mathematical Eq. (3), ‘d;’ denotes input big air data. Here, ‘m’ and ‘v’
represent the mean and variance value of air data. The output of the Gaussian activation
function ‘1’ denotesthat thereisahigher pollution level whereas* 0’ indicatesthat the lower
pollution level. For each, the trained input big air data, then HBFNNC algorithm measures
error rate ‘e(t)’ using below,

e(t) =TGO — AG; 4

From the above mathematical Eq. (4), the HBFNNC algorithm determines the error rate
for each classification result. Here, ‘T O;’ denotes atarget output whereas. ‘ A’ is an actual
output. Subsequently, the HBFNNC algorithm updates the weights on the network based
on the calculated error rate. The processes of the HBFNNC algorithm is continual until the
error value is very minimum to accurately classify input big air data and thereby effectively
controlling air pollution level.

The agorithmic processes of HBFNNC are explained below,
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// Hyper Basis Feedforward Neural Network Classification Algorithm
Input: Number of air data. ‘u; = py, o, -+, n’

Output: Achieve higher urban sustainability level

Step 1: Begin

Step 2:  Initialize network with random weights

Step 3:  While (‘e(t)’ is minimal) do

Step 4: For each input data ‘y;” with selected significant features at the input layer

Step 5: Input layer forward received data. ‘y;’ to a hidden layer

Step 6: Hidden layer apply the activation function to find the classification result using (3)
Step 7: Hidden layer forwards discovered result in the output layer

Step 8: Output layer gives classification result

Step 9: End for

Step 10: Determine error rate ‘t(t)’ using (4)

Step 11: Update weights on network

Step 12: End while

Step 13: If (GAF(d;) = 1) then

Step 14: Classify data as higher pollution level

Step 15: Else

Step 16: Classify data as lower pollution level

Step 17:  End If

Step 18:  If (the pollution level is higher), then

Step 19: Controls air pollution level and thereby increase urban sustainability
Step 20:  End If

Step 20: End

Algorithm 2 Hyper Basis Feedforward Neural Network Classification

Algorithm 2 explainsthe detail ed procedure of HBFNNC. By using the above algorithmic
process, HBFNNC precisely classifies each collected air datafrom the big dataset asahigher
or lower pollution level with alower amount of time consumption. Thus, the CCA-HBFNNC
model reduces or eliminatestheair pollution level of an urban environment to achieve higher
sustainability when compared to contemporary works.
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3 Experimental Settings

In order to estimate the performance of proposed, CCA-HBFNNC model isimplemented in
JavalL anguageusing abig dataseti.e. U.SAir Pollution Dataset [11]. Thisdataset containsair
pollution in the U.S. since 2000—2016 with the main pollutants (Sulphur Dioxide, Nitrogen
Dioxide, Ozone and Carbon Monoxide). Apart from the pollutant, this set of dataincludesthe
features e.g. State Code, County Code, Site Num, Address, State, County, City, Date Local,
NO2 Units, NO2 Mean, NO2 1st Max Value, NO2 1st Max Hour, NO2 AQI, O3 Units, O3
Mean, O3 1st Max Value, O3 1st Max Hour, O3 AQI, SO2 Units, SO2 Mean, SO2 1st Max
Value, SO2 1st Max Hour, SO2 AQI, CO Units, CO Mean, CO 1st Max Value, CO 1st Max
Hour, CO AQI. Also, U.S Air Pallution Dataset contains 1,048,576 instances.

For conducting the experimental eval uation, the CCA-HBFNNC model considersadiverse
number of air data in the range of 1000-10,000. The performance of the CCA-HBFNNC
model is measured in terms of sustainability, time complexity and false-positive rate in
consideration of the various number of atmospheric data. The experimented findings of the
CCA-HBFNNC model are compared with two existing works namely the Hybrid Model [1]
and the Multiple Criteria Decision Making (MCDM) framework [2].

4 Results

In this part, the contrasting findings of the CCA-HBFNNC framework are evaluated. The
efficiency of the CCA-HBFNNC model iscompared with the Hybrid Model [1] and Multiple
Criteria Decision Making (MCDM) framework [2] respectively using the below parameters
with the help of tables and graphical diagrams.

4.1 Performance Measure of Sustainability Level

In the CCA-HBFNNC model, the Sustainability level is measured in terms of classification
accuracy of big air data. As only a correct classification of the air data helps the CCA-
HBFNNC model to control the pollution level of an urban environment. From that, the
Sustainability level * SL” measurestheratio of several air datathat are correctly classified for
controlling pollutionlevel tothetotal number of air datataken for conducting theexperimental
process. The Sustainability is computed mathematically using Eqg. (5),

SL— ”% «100 ®)

From the above mathematical representation (5), ‘nac’ signifies a number of accurately
classified air data for controlling pollution level in which ‘n’ point out atotal number of air
data. Sustainability is determined based on its percentage (%).

Sample Calculation:

e Proposed CCA-HBFNNC: The atmospheric data categorically computed is 960, and the
overall number of atmospheric data is 1000. As such, sustainability is attained as shown
below.

960
— — 0RO
SL = 1000 * 100 = 96%
e Existing Hybrid Model: The atmospheric data categorically computed is 840, and the
overall number of atmospheric data is 1000. As such, sustainability is attained as shown

below.
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Fig. 5 Simulation result of sustainability level versus number of air data

840

SL =
1000

x 100 = 84%

e Existing MCDM framework: The number of air data exactly clustered is 890 and the
total number of air datais 1000. Then the sustainability is computed as follows,

890

SL=_—
1000

x 100 = 89%

Figure 5 depicts experimental result analysis of sustainability level based on varied num-
bersof air datafalling between 1000 and 10,000 based on the application of three approaches,
namely the proposed CCA-HBFNNC model and existing Hybrid Model [1] and MCDM
framework [2]. Asillustrated above, the proposed CCA-HBFNNC model achieves enhanced
sustainability level with the advancing amount of atmospheric data as an input when con-
trasted to the conventional Hybrid Framework [1] including the MCDM framework [2]. This
callsfor the application of the Canonical Correlative analysis-based feature selection (CCA-
FS) and Hyper Basis Feedforward Neural Network Classification (HBFNNC) algorithm in
proposed CCA-HBFNNC model that contrasts the contemporary works. By using the above
agorithmic concepts, the proposed CCA-HBFNNC model exactly finds and controls the
air pollutions level on the urban environment by means of classifying air data. From that,
the proposed CCA-HBFNNC model advances the ratio of atmospheric data when classified
properly with the predictable Hybrid Framework [1], including the MCDM framework [2].
Accordingly Table 1 result, the proposed CCA-HBFNNC model improves the sustainability
level of the urban environment by 18% and 10% when compared to the Hybrid Model [1]
and MCDM framework [2] respectively.
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Table 1 Experimental result of sustainability level

Number of air data (n) Sustainability level (%)
CCA-HBFNNC Hybrid model MCDM framework

1000 96 84 89
2000 93 83 88
3000 92 82 86
4000 9 78 84
5000 92 77 83
6000 91 76 82
7000 90 75 80
8000 88 73 78
9000 86 72 77
10,000 85 71 76

4.2 Performance Measure of Time Complexity

Inthe CCA-HBFNNC model, Time Complexity ‘' T C’ determinestheamount of timetakento
control pollutionlevel through classifyingbigair data. Thetime complexity ismathematically
estimated using below formula shown in Eq. (6),

TC =n«*t(CS (6)

Fromtheabove mathematical expression (6), ‘t(CS)’ symbolizesatimeutilized to classify
asingle air data, and ‘n’ refers to the overall amount of atmospheric data designed for
experimentation. The time complexity for maintaining urban sustainability is evaluated in
milliseconds (ms).

Example Scheming for Time Complexity:

e Proposed CCA-HBFNNC: the amount of time employed to classify single air data is
0.024 ms, and the overall number of atmospheric data is 1000. As such, the duration
complexity is mathematically calculated as follows,

TC = 1000 * 0.024 = 24 ms

e Existing Hybrid Model: the amount of time taken to classify single air datais 0.032 ms,
and the overall number of atmospheric datais 1000. As such, the duration complexity is
mathematically evaluated as follows,

TC = 1000 x 0.032 = 32ms

e Existing MCDM framework: the amount of time used to classify single air data is
0.035 ms, and the overall number of atmospheric data is 1000. As such, the duration
complexity is mathematically determined as follows,

TC = 1000 x 0.035 = 35ms

Figure 6 shows performance results analysis of time complexity involved during the
process of sustainable urban development according to diverse numbers of air data falling
between 1000 and 10,000 based on the application of three approaches namely the proposed
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Fig. 6 Simulation result of time complexity versus number of air data

CCA-HBFNNC framework and the present Hybrid Framework [1], including the MCDM
Model [2]. According to the Fig. 6 above the proposed CCA-HBFNNC model obtains mini-
mal time complexity for enhancing the modernized sustainability with an enhancing number
of atmospheric data of input upon comparison with the ancient Hybrid Framework [1],
including the MCDM Model. This is due to the application of the Canonical Correlative
analysis based feature selection (CCA-FS) and Hyper Basis Feedforward Neural Network
Classification (HBFNNC) algorithm in proposed CCA-HBFNNC model, which is contrary
to the present works. Based on the support of the above agorithmic process, the proposed
CCA-HBFNNC model minimizesthe air pollutionslevel on the urban environment through
classifying air data with minimal time. Thus, the proposed CCA-HBFNNC model reduces
the amount of time required to control the pollution level whenever contrasted with the
present Hybrid Models [1], including the MCDM framework [2]. Asaresult in Table 2, the
proposed CCA-HBFNNC model decreases time complexity for maintaining urban sustain-
ability by 19% and 23% when compared to the Hybrid Model [1] and MCDM framework
[2] respectively.

4.3 Performance Measure of False Positive Rate

In the CCA-HBFNNC model, False Positive Rate (FPR) considers the ratio number of the
air datathat areincorrectly classified for controlling pollution level to the overall number of
atmospheric data. The false-positive rate is evaluated mathematically using below,

FPR:”'TC*loo @)
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Table 2 Experimental result of time complexity

Number of air data (n) Time complexity (ms)
CCA-HBFNNC Hybrid model MCDM framework

1000 24 32 35
2000 26 34 40
3000 30 39 42
4000 35 40 a4
5000 38 45 46
6000 39 51 52
7000 a4 54 55
8000 48 57 58
9000 51 60 62
10,000 53 65 67

Based on the mathematics equation shown in (7), njc’ shows the number of inaccurately
classified air datafor controlling the pollution level inwhich ‘n’ refersto the overall number
of atmospheric data. The false-positive rate of modernized sustainability is evaluated based
on a percentage (%).

Sample Calculation:

e Proposed CCA-HBFNNC: The Number of atmospheric data defectively categorized is
40, and the overall number of atmospheric data is 1000. Thus, the false-positive rate is
considered as;

40
100 = 4%
1000 * 100 ()

e Existing Hybrid Model: The Number of atmospheric data defectively categorized is
160, and the overall number of atmospheric datais 1000. Thus, the false-positive rate is
considered as,

FPR =

160
1000

e Existing MCDM framework: The Number of atmospheric data defectively categorized
is110, and the overall number of atmospheric datais 1000. Thus, the false-positive rateis
considered as;

FPR = x 100 = 16%

110
1000

Figure 7 presents the considerable finding evaluation of the false-positive rate of urban
sustainability along with various numbers of air data in the dimension of 1000 and 10,000
based on three vital frameworks namely the proposed CCA-HBFNNC model and traditional
Hybrid Model [1] and MCDM framework [2]. As depicted in the figure shown above, the
proposed CCA-HBFNNC model attainsalower false-positive rate with an enhancing amount
of air data considered as the input whenever contrasted to the ancient Hybrid Framework
[1], including the MCDM framework [2]. This is because of the application of the Canon-
ical Correlative analysis based feature selection (CCA-FS) and Hyper Basis Feedforward
Neural Network Classification (HBFNNC) algorithm in proposed CCA-HBFNNC model

FPR = + 100 = 11%
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Fig. 7 Simulation result of false positive rate versus number of number of air data

contrary to the conventiona operations. Based on the algorithmic process shown above, the
proposed CCA-HBFNNC model correctly classifies gathered air data from a big dataset in
order to decreasesthe air pollutionslevel on the urban environment. Therefore, the proposed
CCA-HBFNNC model lessens the ratio of atmospheric data, which is mistakenly classified
for controlling pollution level whenever contrasted to the present Hybrid Frameworks [1],
including the MCDM framework [2]. Thus, the proposed CCA-HBFNNC model shown in
Table 3 reduces the false-positive rate for attaining higher urban sustainability by 60% and
48% when compared to the Hybrid Model [1] and MCDM framework [2] respectively.

5 Literature Survey

Spatiotemporal dynamics of nitrogen dioxide pollution was solved in [12] for urban devel-
opment. A novel methodology was presented in [13] for reviewing the sustainability of the
intelligent urban environment based on the application of Smart inability approach.

Support Vector Machine based Evaluation system was presented in [14] for ecological
enhancement of the modernized transportation and environmental aspects. Green infrastruc-
ture was employed in [15] to get better urban air quality.

A novel technique was detailed in [16] to evaluate the association of urban pollution,
urban sustainability, and urban livability. The knowledge-based urban development strategy
was presented in [17] for smart and sustainable city assessment.

A new model was developed in [18] for enhancing the city’s ecological sustainability for
different city clusters and geographical areasin China. An assessment of key applications of
remote sensing in urban sustainability was designed in [19].
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Table 3 Experimental result of false positive rate

Number of air data (n) False positive rate (%)
CCA-HBFNNC Hybrid model MCDM framework

1000 4 16 11
2000 7 17 12
3000 8 18 14
4000 6 22 16
5000 8 23 17
6000 10 24 18
7000 11 25 20
8000 12 27 22
9000 14 28 23
10,000 15 29 24

A Conceptual Multidimensional Model was designed in [20] for evaluating the evalua-
tion of an intelligent sustainable urban environment. In [21], the novel contribution of the
intelligent urban environment tools and techniques to enhance sustainabl e city improvement
in the ecological domain was analyzed [22, 23].

6 Conclusion

An effective CCA-HBFNNC mode isdesigned with the aim of increasing urban sustai nabil -
ity viaclassifying big air data. The objective of the CCA-HBFNNC model isattained with the
help of Canonical Correlative analysis-based feature selection (CCA-FS) and Hyper Basis
Feedforward Neural Network Classification (HBFNNC) algorithm different from the convec-
tional research works. The planned CCA-HBFNNC frameworks enhance the ratio number
of air data correctly classified in order to significantly maintain the urban sustainability
level by reducing pollution levels when compared to other conventional works. Besides, the
proposed CCA-HBFNNC model decreases the amount of time required to control the pol-
lution level whenever contrasted to the present convectional works. Moreover, the proposed
CCA-HBFNNC model minimizes the ratio of several air data that are wrongly classified
for reducing pollution levels for sustainable urban development whenever contrasted to the
present convectional works. The efficiency of the CCA-HBFNNC model is calculated in
terms of sustainability level, time complexity, including the false-positive rate in consid-
eration of the dissimilar number of air data. The investigational findings illustrate that the
proposed CCA-HBFNNC model provides better urban sustainabl e devel opment performance
if contrasted to the conventional works.
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Article history: The Spectrum Channel Noise is a pseudorandom or random computational process in a
Received 28 September 2019 manner that allows the security competence of the available spectrum management frame-
ii‘c“eset:dzi g?ﬁf 22002200 works for cognitive radio networks. To mitigate the cognitive spectrum and its security
Availgble onlineyxxx issues, we recommend a central primary spectrum organization structure that is dynam-

ically balanced, and that applies the Primary Key Cryptosystem (PKC). The node identity
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applicable in this PKC is utilized as the framework to produce the primary user identifica-
tion structure. In that case, the authentication is rooted in the secondary user for necessary
verification. The dynamic, secure key is provided based on the security aspect of the ini-
tial framework. Apart from that, the PKC-based McEliece secondary key provides an error
correction capacity, which can remove the noise during secondary user allocation and en-
hance the effectiveness of the spectrum management, which collaborate effectively over

Spectrum management

" ; the noise channel management.
Cognitive radio networks

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

A large number of users in the cognitive spectrum poses a significant challenge [1] to the efficiency and security of the
spectrum communication. The cryptosystem is utilized in spectrum allocation to ensure confidentiality and integrity. Differ-
ent spectrum management systems are formulated in a manner that ensures the implementation of various cryptosystems.
For this reason, the necessary management techniques are essential as they enhance the network security in the spectrum
[2]. Moreover, spectrum security management ensures authentication, authorization, allocation, distribution, secure key gen-
eration, identification, and rekeying [3]. The critical management frameworks shown in research work are grouped into three
significant categories: decentralized essential spectrum administration, centralized spectrum key distribution, and manage-
ment spectrum key frameworks. In the central spectrum processing scheme, a primary spectrum key (PSK) [4] is present,
applicable in the control of the broad management of the spectrum frameworks. It is entirely responsible and trusted for
allocation, detection and ensuring the provision of the secondary keys [5].

The spectrum key management frameworks give a fundamental measure of system and spectrum efficiency [6]. The
fundamental weakness is that the over-dependency of the PSK [7] can potentially lead to a single-point attack [8]. In the
decentralization management segment [9], the spectrum group can be divided into minor subunits [10] or the multi-clusters
[11]. Various controllers apply to the management of every node in secondary networks [12]. The attack of a primary group
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controller may not possibly impact the remaining groups because it potentially reduces the failure to one cluster [13]. The
random key is provided with the implementation of an encrypted threshold system [14]. The primary users add to the single
node, which is utilized to compute multiple cores. All the primary users add to their portions, which are applicable in the
computation of the secondary keys [15].

Presently, several Spectrum Rekeying Frameworks (SRF) are accessible [16] to minimize the rekeying utilization through
the optimization of the dynamic SRF system [17]. The cluster of authentication processing frameworks without the applica-
tion of the primary spectrum key infrastructure (PSKI) is discussed in [18]. The critical dissemination and verification require
many repetition segments for each spectrum [19] the critical management takes a long time. The decentralized primary pro-
cessing system is usually included in the large-scale, hybrid scheme [20]. However, it necessitates PSKI support. These major
spectrum frameworks applied to wireless sensors are proposed in [21]. Chaotic map-centred key agreement frameworks are
presented in [22].

To sum up, the spectrum management framework is considerably efficient and secure [23]. Apart from that security
are either through the application of PSKI certificates that boost the level of complication [24]. The decentralized central
processing systems are considered valid and scalable because of the message transmission in various subcategories that
require communication. The group key administration frameworks in spectrum management networks have to be minimally
cooperative and secure.

This proposed research presents an analysis of the verified spectrum key management system that focused on the sec-
ondary code-based encryption scheme supported by quasi-cyclic moderate parity-check codes. This spectrum secondary key
management system is acknowledged with hash key-based certification to establish a group ID in the critical CR network.
This methodology potentially updates, distributes, and generates the spectrum group key. It considers the privacy of the
proposed framework, which is analyzed effectively. Moreover, it compares the presented structure to the unresolved critical
spectrum framework when it comes to storage expenses, messaging costs, robustness, interaction, and costs of computation.

The McEliece cryptosystem that focused on the secondary-key code-based encryption scheme is discussed in section 2.
The PSK framework is given in section 3; the spectrum keys that evaluate the performance and security of the schemes are
detailed in section 4. Section 5 provides the conclusion of the paper.

2. Literature survey
2.1. Spectrum primary code-based encryption scheme development (SpecPCESD)

Quasi-Cyclic Error Correcting Codes (QCECC) investigated to SpecPCESD [17]. QCECC is shown with many of the best-
known binary and nonbinary codes for spectrum management. The table rate of a, b linear codes represents the QCECC in
case there are integers ag like those found in cyclic shifts of the code-word by the ag, the place that gains the code. Next, we
investigated a deterministic decoding radius that does not characterize the iterative feature decoders used to decode low-
density parity-check (LDPC) and moderate-density parity-check (MDPC) codes, and their error rate performance is usually
assessed with intensive Monte Carlo simulations.

The n, 1, w LDPC or MDPC codes represent the linear codes that are composed of the length n and code dimension r
that secures the parity checking component of the matrix and continuous row significance denoted by w. The SpecPCESD
McEliece cryptosystems have been recommended with the mandate to mitigate the failure evident in the QCECC-LDPC code
space. The variation is that the SpecPCESD is considerably more substantial than the QCECC-LDPC. The row weightiness is
about N(./logn) and is also the QCECC that is known as the QCECC-LDPC or the SpecPCESD codes. To attain a more flexible
code rate, we have to restructure the parity pattern P as P = [Py |Pq]....|Pm_1] €Sy rx, where n = mr for m, and r € Q* is
the blocked size of the P; Every node P; includes the row weighted w; so that w = ¥wim—1,0. In that case, the generator
segment R is computed using the following Eq. (1):

R =[ - 1050 (Pl P0) (P P1) (Pl P2) (1)

The (n, 1, w)-SpecPCESD is provided using the construction measure given below:

Step 1: Select the length of the code n and the size of the block r. Produce the vector Pi e S2 with the length denoted
by r together with the weight w/m in the random measure. Thereby, m = n/r represents the block column.

Step 2: Produce the QCECC sub-node e S2 such that the initial row is explained by the P; vector. The remaining r — 1 P;
rows provided from — 1 QCECC h shifts and check matrix P = [Py |Pq| = |Pm — 1]

2.2. McEliece key constructed on SpecPCESD

The McEliece key on the SpecPCESD code includes spectrum allocation, detection, and the management key encryption
algorithm.

» Spectrum key generation produces a parity checking, node correction, checksum, and CRC methods to detect errors in
spectrum node Pi €S2 of a t-error-rectifying (n,r,w)- SpecPCESD.
+ Provide the primary node G e Sé“‘r)"” in a sequence of rows, diminished level forms using Eq. (1). The unrestricted

fundamental is G. However, and the private keys are denoted by P.
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Fig. 1. Structure of spectrum key management scheme for Cognitive Radio System

« The encryption algorithm randomly chooses an error code e € S§ of Hamming weight (e) < t. Here, t=n/w is the en-
crypted error measures; e denotes the weight.

» Measure encrypted ciphertext value C = ZG + e, where by Z is the plaintext.

+ The decryption algorithm measures ZG by utilizing the deciphering algorithm. Down the plain text Z from the initial n -
r columns of ZG.

3. The spectrum significant organization structure

The PSK and lacking PSKI are fundamentally necessitated in spectrum management. Moreover, it is adequate to assure
more endurability to the primary user issue. It includes the request of McEliece’s key management, spectrum allocation,
detection, and PSK selection algorithm shown in Fig. 1.

As indicated in Fig. 1, the spectrum management construction primary user allocation includes the initial setup, exit
phase, and node joining, including the PSK election section. The initialization framework incorporates the verification design
in McEliece’s primary and secondary fundamental spectrum generation framework.



4 A. Haldorai and A. Ramu/Computers and Electrical Engineering 000 (2020) 106784
3.1. McEliece spectrum key secondary management

The lightweight code of the SpecPCESD and PSK is critical to be utilized in the spectrum primary network for criti-
cal security management. Therefore, we have proposed the SpecPCESD code-based secondary-key generation that embeds
identity in secondary-key verification in the spectrum node that can be authenticated by the computation process of the
secondary-key. These details include the following:

Generation of the primary and secondary keys for spectrum management using PSK produce, as shown below:

The PSK randomly chooses Dyqco, Pkdcis -++ceeev--e- Prdem With the weight calculated as w/m. Here, w denotes the weight
of the (n,r,w) SpecPCESD code and m denotes the quantity of node. The PSK hypotheses a checked background P4.=
[PrdcoPrde1 Prdem] by using Eq. (1). The PSK inserts the generator matrices Gyq4. based on Eq. (2) and makes it secondary
with no effect on generality, in this work.

Wesetm =2andw = /nlogg (2)

3.2. Generation of primary and secondary keys for spectrum management

The group and the approval of both the primary and secondary keys for interplanetary protuberances are as below:
In every node i, the PSK randomly selects the S; with a weight component of W3,/ % and makes an active secondary
node. Node i produces the QCECC sub-node S;. Node i unsystematically selects P;, and P;; whereby in Eq. (3)

wt (P; ,) denotes < 3,/ % and wt (P; 3) = w/2 (3)

To generate QCECC nodes P;, and P;3 As the broad-spectrum secondary node is m = 2, the weight of every secondary
node must be minimal compared to w/2.
The matrix P;; is produced by unstable P;; regularly. By using Eq. (4):

Piy=[Pi1...PiandPiqp -+~ P soon] (4)
Node i calculates its checked matrix P; by Eq. (5). The private key is P; while P;, and P; are keeping secrets:
P = [P;3[P;»Pi1Qi] (5)

Node i computes a witness value R; = P; , —1P; 5 and makes it secondary as the initial row ri. Afterward, node i retrieves
its secondary key G; as Eq. (6):

_ T 1ol T
Gi= I:l‘((Pi.ZPiJQi) 'Pi3) ] = [I|(Q, 'P;Pi3) ] (6)
The PSK and other relevant nodes verify and compute the secondary nodes of secondary keys in Eq. (7) and stores them:
T
G = [1\ (Q P IR) ] ™)

Whenever the PSK and other nodes require exchanging the private keys with node i, they must secure the secret with
the Gi. The process of the primary and secondary key group for the spectrum management node is described in Algorithm 1.

Algorithm 1 Group of primary and secondary keys for the spectrum nodes.

Spectrum measures: n, I, w, m, t, Pi5, Pi3 IS;; signal frequency: G; P;, r;fy

/* Produce the secondary and primary variable keys that stand for node i*/

/* n is the length of the code, r represents the size of the block, w represents the code weight, m represents the block, t represents the hamming
weight of the error vectors e, si, P;,, P;; are random nodes, and IDi is used to identify node i*/

/* R; is the fitness value, G; is the second key of node i, and P; is the security node’s key; */

. Primary node P ,,4. i < 1 to S (Secondary node)

. PSK: arbitrarily indicates an si for node i and transmits it;

S;i: generates P;; < p; and P;3 < h;3;

S;: generates vector PID; « ID;, measures P;; < PID;

Si: generates Pi; < [Piq...Pi1:;Pia--Pin]

S;: measures Pi « [P;3] P;2 Pi,1S;] and G; «[1|(S;'P:IP;5)"]

Si: measures R; < P;; —1P;3 and select the first-row r;.

.end P o4e

I R N
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Algorithm 2 Primary user secure key management.

|* Provides the acknowledgeable secondary key, while the secure key indicates the nodes and spectrum holes, and generates the initial secondary
keys*/

/* n represents the length of the nodes, r denotes the size of the block, w represents the weight of the code, m is the number of the spectrum
block or holes, whereas t indicates the weight of error vector e, si, P;5 P;3 are measured as random vectors, and ID; is the current identity of
node i*/

/* R; shows the figure, G; represents the secondary node key i, and P; is the isolated importance of node i */

. Primary node P4 i <1 to S (Secondary node)

. PSK: primary users (n, r, w, m,t);

.S < 1toN

. PSK: computes Deekey < hash (a1, a2); PKI

. PSK: send Deekey P k; to node i;

end Pnode

DU W~

Algorithm 3 Node join and release method.

[* Provides the acknowledgeable secondary key, while the secure key indicates the nodes and spectrum holes, and generates the initial secondary
keys*/

[* n represents the length of the nodes, r denotes the size of the block, w represents the weight of the code, m is the number of the spectrum
block or holes, whereas t indicates the weight of error vector e, si, Pi; P;3 are random possible primary or secondary nodes, and ID; is the
significant identity of node ;*/

|* R; shows the spectator figure, G; represents the secondary node key i, and P; is the isolated importance of node i*/

1. Primary node P 4. i <1 to S (Secondary node)

2.Si<~ 1toN

3. Pi: sends a request to PSK;

4. PSK: arbitrarily selects a track si for node i and distributes it;
5. Si: generate Pi; < P;; and Pi3 < h;s3;

6. Si: measures R; < P;; —1 P;3 the first-row r;;

7. PSK: measures Deekey < hash P(x1, a2);

8. PSK: measures Deekeypy;

9. PSK: send pki to node i;

10. end Pjo¢e

3.3. Fundamentals of primary user secure key management

Several recommended key organization schemes begin to operate. In the first phase, the SpecPCESD code parameters,
such as n, r, w, m, and t must be designed. Afterwards, the secondary key of the PSK and the spectrum management node
must be computed. Finally, the group key is produced and distributed. The procedural measure is proved by Algorithm 2.

Once the primary group key is received, every primary user decrypts it before obtaining the Deekey secondary.

3.4. PSK node join and release method

Whenever the novel node i indicates the network, it should launch the request to PSK. Following the PSK, rekeying is
facilitated, including the other users to acknowledge it. Whenever the node is leaving, it must transfer the request to the
PSK. Afterwards, rekeying operations are stimulated.

The process is described in Algorithm 3.

The chance of rekeying is typically interrupted. Whenever channel nodes leave or to join, the rekeying measure is stim-
ulated, and the timer is returned.

4. Spectrum management-based security analysis

The proposed McEliece spectrum generation scheme ensures confidentiality in the unrestricted segment. Forward and
backward collusion and secrecy attacks might be evaluated with the primary user segment. This section includes the com-
parison of various crypto key organization schemes considered in terms of spectrum management, allocation, communica-
tion, and computation. The various methods include Fake attacks [8], Information Tampering [16], the system recommended
in [19] can donate the Service Repudiation, and is recommended in [24] and represents the reply attacks. Moreover, we have
simulated the recommended secondary key provision system over the noisy spectrum channel to enable the comparisons of
the parameters provided in the next section.

4.1. Specific security threats in spectrum management
In the spectrum management system, the detailed PSKI system configuration is described in [17], PSK maintains all the

logical keys, whereas every user sustains keys off the leaf node into the root nodes situated at the spectrum management
trees. In that case, the storage expense of PSK includes (2P - 1). Each user needs to store (log 2 P+1) key. The encrypting cost
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Table 1
Spectrum cost comparison for various spectrum key organization systems

Techniques PSK Nodes Action

Proposed scheme (P +3)K (P + 3)K Secure Spectrum Management

Fake Attacks (2P — 1)K (log2 P + 1)K Launch an attack against the network

Information Tampering (2P — 1)K (log2 P + 1)K Unacceptable for legitimate users and network policies
Service Repudiation (2P - 1)K 2K Repudiation for the communication service

Replay Attack (2P - 1)K 4K Effective information

Table 2
Spectrum allocation cost for node key management system
Techniques Initialization Primary User Secondary User
PSK Nodes  PSK Nodes PSK Nodes
Proposed scheme P+ 2 P+2 P+3 2 P -
Fake Attacks 2P -1 P+2 4 log2 P log2 P + 1 2 log2 P log2 P
Information Tampering - P+1 2(P-2) 2(P-2) 3P —log2P -4 3P -1log2P -4
Service Repudiation P+3 P+3 P+2 P+3 P+2 -
Replay Attack 3P P+1 - 3 - -

of the primary users in the Fake attacks system is (2P — 1), whereas the second element is (log2 P + 1). In the Information
Tampering system, every node must encrypt a key share and pairwise key. In that case, the spectrum cost proved to be
2k. The Service Repudiation framework is an entirely distributed key management aspect. The initiator is capable of being
present and eliminates all the key materials following the initialization of networks. Henceforth, the remainder node requires
the primary and secondary-key categories, witness values, and pairwise keys. The cost of primary storage is thus given
as Pk. In this paper, to verify the remainder nodes and choose a novel PSK, a secondary of the nodes should be capable
of storing secondary and primary key groups, the generation spectrum key, and (P—1) other network nodes’ unrestricted
spectrum keys. In that case, the spectrum management expenses of the recommended framework are (P+3). The evaluation
is indicated in Table 1.

As indicated in Table 1, the spectrum management cost of the recommended framework is higher than that of the decen-
tralized key organization frameworks. Nonetheless, the characteristic of the decentralized key organization determines that
the cost of storage is higher than that of the decentralized fundamental framework. The cost storage of the recommended
system is minimal compared to the ancient centralized key organization systems like Service Repudiation and Information
Tampering. Moreover, it diminishes the cost of storage of the PSK by more than half of the initial one.

4.2. Spectrum management computation cost

In the spectrum management system initialization, the PSK must figure out the 2P - 1 element for the terminal and
logistical nodes. The PSK requires 3 log2 P encryption procedures and log2 P Hash operation whenever a user links up. The
user requires log2 P + 1 decryption procedures. Whenever a user exits, the PSK requires encoding 2 log2 P keys purposed
for rekeying, whereas whiling users require log2 P decryption operation. In the Fake Attacks system, the novel user must
do 2(P — 2) segmental exponentiation and the joining event. Whenever the users are exiting, the non-leaving users must
update the secondary keys of the leaf nodes into the root nodes. The last modular exponential in this aspect is 3P-log2
P—4. In the Information Tampering system, the computation expense of the entire users in initialization includes P + 3. The
initiators require only P + 2 activities to produce generation keys before encrypting it.

Whenever the users are parting, only the initiators are the critical element in the new generation before transferring
them to the group computation expense P + 2. In the Service Repudiation system, the initiators require 3P processes in
initialization. Every user requires a P + 1 operation meant to configure a witness value to acknowledge other keys for the
secondary user s. In the individual user-joining aspect, the computational expense of the spectrum key node is 3, and there
is no necessity to reflect on the existing user s.

In this proposed method, PSK and every user in the spectrum must compute the corroborated values of both the primary
and secondary segments, including the secondary keys of users in the initialization. The cost of computation is P + 2.
Whenever the novel user links up, PSK requires encryption to the remaining generational keys with each user’s secondary
key, which must be transferred. PSK and the remaining users must configure the new secondary keys before verifying them.
In that case, the computation expense of the PSK includes P + 3. The computation expense of every user is denoted as
2. Whenever the users are exiting, PSK must produce the unique generational key. Therefore, the novel group, with every
secondary key of the user, is required to send them. The comparison is shown in Table 2.

The overall computation process improved compared with other processes. The system computation cost transforms from
1 to 1000. For aggravation, the cost of computation changed into logarithms from base 2; the details are shown in Fig. 2.

From Fig. 2, we can witness that the overall computation expense of the recommended framework is minimal compared
to the existing techniques, the establishment of the second key aspect of verification and generation. However, spectrum
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Fig. 2. A Comparison of the total spectrum computation cost

Table 3

Comparison of the communication rate for various spectrum key management methods
Scheme Initialization Primary user Secondary user
Proposed scheme 0(3P) O(P) O(P)

Fake Attacks 0o(1P) 0(3log2 P) 0(2log2 P)
Information Tampering 0(2P) O(log2 P) O(log2 P)
Service Repudiation O(P2 + 1) O(3P + 1) o(l)

Replay Attack 0(3P) 0(3t) -

management considers the minimal computation expense, which does not provide the secondary key for the various users
or its verification.

4.3. Spectrum management message cost

In the spectrum management system, during initialization, PSK must transfer P keys to their respective terminal nodes.
Whenever the users link up with the unique keys, they must be transferred to the users based on the application of the
(2log2 P) primary transmission and (log2 P) secondary transmission. So, its spectrum management message cost is (3log2
P). In the event, there are (2log2 P) keys to be computed. In that case, the text cost is (2log2 P). The comparison values are
given in Table 3.

In this paper, every spectrum primary and secondary key measures and transfers the group element in the initialization.
Every user can publish the witness value to enhance verification. In that case, the overall message expense is shown to be
(3P). In the user linking event, PSK transfers the random vector to the novel users who publish the witness value. In the
aftermath of verification, PSK transfers a unique group key to every user. The message expense is denoted by P. Whenever

the users are exiting, PSK requires a different group of every user in the spectrum. In that case, the message expense is (P).
The comparison of the spectrum management communication cost is indicated in Table 3.
The different user schemes are shown in Fig. 3.

The finding indicated in Fig. 3 denotes that the recommended system is more compared to the traditional centralized
system, but minimal compared to the decentralized system. The main issue is that the recommended framework considers
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Fig. 3. The comparison of the total spectrum management message cost

many texts to verify the secondary key. The secure spectrum key distribution is allowed by the new cryptosystem. In that
case, the recommended system attains greater security and robustness by giving out the message cost.

4.4. Spectrum handover correction method

The secondary key is characteristically scrambled to ensure confidentiality during the procedure of dissemination. In
this investigation, we encoded the secondary key through the application of the McEilece cryptosystem centred on the
SpecPCESD code. We have replicated the error rectification competency of the commended secondary key spreading system
all around the noisy spectrum channel, whereby the secondary key is encrypted by the McEliece cryptosystem SpecPCESD.
SHA-3 is utilized to map the P. P;, 1, and provided using the formula in Eq. (3). The corresponding parameters, like Pi, 2, Pi,
3, and si, are applicable in the recommended scheme and produced at random.

The Hamming weight of generated SpecPCESD, and the key code is 40 characters. Moreover, the contrast bit error (BER)
of the recommended system that encrypted the secondary key through the application of AES.

The BER has presented as a framework that diminishes to zero whenever the single-noise rate surpasses five. At this
point, the BER is the AES proving that the recommended framework can rectify all the failures in the achieved keys when-
ever the SNR is higher than or equal to 5, whereas the spectrum key administration possibly gets the error key. Moreover,
the error rectification capability advances with the advancement of the code length. Therefore, the recommended system
can resist the channel noise meant to advance the effectiveness of the key dissemination critically. The proposed framework
gives higher robustness and security, with minimal computation rounds and costs. As a central key administration frame-
work, the scheme’s storage is minimal compared to the spectrum management key administration framework to lead over
the remaining spectrum secondary management frameworks in cognitive radio network handovers.

5. Conclusions

The spectrum management framework applies the McEliece cryptosystem in the cognitive radio networks to reduce the
noise in spectrum channels. The PSK provides every CR users primary and secondary keys based on the application of the
McEliece private key cryptosystems. The proposed PKC protected with the private key guarantees the reliability and privacy
of the system. The uniqueness of the spectrum nodes provided in the secondary user is applicable in partial parameters of
the secondary keys for spectrum authentication. The hash functions are applied to ensure the security of the secondary-key
administration. The selected mechanism is formulated to allow the robustness of the recommended spectrum security and
channel noise management that is improved radically. It is possible to overcome the critical flaws when the primary key
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management scheme is not present during the PSK attack. The pseudorandom noises of the channels are produced to im-
prove user security. The comparison of the recommended framework with the others indicates that our proposed approach
is considered with more robustness, security, minimal storage, and communication cycle. Therefore, the recommended spec-
trum key management system is sufficient in the cognitive radio network for effective encryption, efficiency, and reliability
during handover procedures.
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ARTICLE INFO ABSTRACT
Keywords: The conventional bypass diodes used in solar photo-voltaic panel have side-effects of forward
Bypass diode voltage drop, reduction in efficiency and a few operational problems under partial shading

Hotspot in diode

condition. In this work, this bypass diode is replaced by an electromagnetic relay through an
Partial shading condition

Relay efficient alternative approach that consumes less power and offers higher efficiency under partial

Renewable energy shading condition of solar module. This approach removes the problems like hotspot formation of

Solar PV cell the solar cell, open circuit fault under shading condition. A part of this work has been reported
and published as an Indian patent. In this extended research work, the different components are
designed for the partial shading condition. The hardware setup is developed, and hardware re-
sults are compared and validated with the simulated results. The proposed electromagnetic
method, with no semiconductor device, works efficiently and effectively under partial shading
(low irradiance) scenarios.

1. Introduction

In the present era of renewable energy sources, the solar energy has emerged as one of the most eco-friendly source of usable
energy. It is extensively used across the globe since solar cells generate different outputs depending on various environmental factors.
The solar modules’ performance is reduced to an appreciable extent by the shading effects and hence an urgent need arises for more
efficient and reliable solution. Low irradiance and shading conditions are manageable by facilitating the load current through an
alternate path and this can be done by using bypass diode. The resistance of the cell under shadow becomes high and this is why the
bypass diode requires. The load current determines the amount of power dissipated by the bypass diode. The efficiency of the solar
panel is significantly reduced by the bypass diode. That is why it is essential to sensibly arrange the number of bypass diodes in a PV
(Photo-Voltaic) module. It is highly significant to reduce the losses in the PV panel having bypass diode.

As the temperature rises, the condition of thermal runaway triggers which further increases the temperature. This results in more
power dissipation and current expansion. Thermal runaway behaves like a positive feedback that becomes uncontrolled since the
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Fig. 2. Traditional connection of PV array with bypass diodes.

temperature keeps rising and current keeps expanding. As a result, it may ultimately damage the diode.

By getting the motivation from above-mentioned problems, it is important to focus on the safety of the working region of the bypass
diode. This gives rise to the need for a creative solution that can help in increasing the efficiency of the PV module. The objective is to
reduce the temperature effects to minimize the chances of thermal runaway and make the module energy efficient by consuming less
amount of power. The main objectives of the proposed research are:-

To reduce the power losses across the bypass device, when the panel is under shading condition

To reduce the forward voltage drop when bypass operation is performed.

To eliminate the chances of open circuit fault of bypass diode.

To reduce the problems associated with temperature variation.

The primary focus of this paper is to propose an efficient alternative approach as a potential replacement of the bypass diode used
with the strings of solar cells to efficiently resolve the nagging problems associated with it. The proposed method is compared with the
available methods using different circuits and components which are dedicated to the partial shading conditions in solar panel. Diodes
are also plagued by the problems, generally associated with the semiconductors [1]. The issues like thermal runaway, open circuit
fault, forward voltage drop are mainly responsible for inducing problems in the solar panel [2]. The open-circuit fault creates a serious
problem of hotspots in the solar cells [3].

The proposed technique works to remove these problems occurred in semiconductors. In the proposed technique, the total power
consumption is 150 mW and is also free from forward voltage drop. It may be possible to reduce the power consumption further if
suitable relays of low wattages are employed.

The research work is outlined as follows: introduction of the paper in Section 1, issues in existing semiconductor based bypass
technology in Section 2, details of the proposed method in Section 3, setup of the experiment in Section 4, different modes of operation
of panel in Section 5, comparison of experimental results in Section 6, mathematical model for simulation in Section 7, results and
discussion in Section 8 and finally Section 9 concludes the paper.
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2. Issues in existing semiconductor based bypass technology

The semiconductor-based bypass technologies applied in photovoltaic panel pose a number of problems during operation under
partial shading conditions. Some of the issues are detailed below,

2.1. Power losses

As per the data sheets offered by the manufacturer, the forward voltage drop (V}) of the bypass diode is 0.6 V for silicon. The
forward power drop is calculated as Py = Vy x Ir where I represents the load current that depends on the load resistance. If the solar
panel rated at 20V-40 W is considered, then it is capable of supplying a load current of 2 A. According to these ratings, the power drop
in the bypass diode at V=1 V is PAl x 2 = 2 W, calculated using Fig. 1(b) [4]. According to Fig. 1(a), the diode forward current
decreases rapidly at a temperature more than 75 °C.

The connection of the bypass diode is shown in Fig. 2. Here, two series strings of solar cells are connected. The first string is called
panel 1 and the second string is called panel 2 in which the cells ‘A, B, C, D, E, F, G, H’ are inter-connected. The bypass diode is
connected between the positive of cell A and the negative of cell H. Normally, one bypass diode is connected across 16 cells in series
due to cost-effectiveness. Whenever one of the cells is under the shading condition, the bypass diode offers an alternate path for the
current and bypasses the inoperative string. In this way, the cells are protected from hotspot formation [5].

2.2. Thermal runaway condition

The increment in the operating temperature of the diode offers a high forward current. This will again increase the temperature of
the diode due to cumulative property and finally the forward current increases beyond the critical limit of the diode [6]. In this way,
the diode gets damaged due to high unsafe temperature [7]. In the proposed approach, the relay is investigated as the solution to this
problem. It works independently of temperature effect, unlike in the case of the diode [8-10]. The relay requires only a limited
magnetization current to operate and offers a low resistance path for the current. However, the maximum operating temperature for
the relay is 90 °C. The diode IN4007 can be damaged if the stress exceeds the absolute maximum ratings. It is recommended by the
manufacturer to avoid stress beyond a certain level to protect the diode. If the operating conditions are not met, the diode may be
unable to operate properly. If stress keeps exceeding the recommended level, the reliability of the diode will be significantly lost. The
absolute maximum ratings correspond only to stress ratings.

2.3. Open circuit fault

Under partial shading condition, the open-circuited bypass diode offers infinite resistance to the current of the solar cells [11-15].
This will not reduce the output power suddenly but can be dangerous because in this case, the diode is not able to protect the solar cell
from the high reverse voltage across them [16]. In this way, a hotspot will form and ultimately results in a burnt back sheet [17-19].



A.K. Gupta et al.

3. Details of the proposed method

). Reluy

Computers and Electrical Engineering xxx (xxxx) xxx

Blecking
e

Pt
Wmr=10.2
lingr=0l 6 A

P i =tviet
Yanp=101
mp=iln A
LTS Y
fac674

Blockimz
clsilie

Eris =ty
V=103
Liap=fuf A
Vo= 1%
| ||-|..- _|ln'.:| |

Resmnne Todd

| Posszew |
Vmp=102
[EHES
Vo 13 Y

L lee=l6Th |

{a). Block diaggram with bypass diode

Blockimg
cliodde

PR~ ik
Wm0 2
hyge-il6 A
Wionc=15%
betln_|

Promes=tew
Vg 10,
[Hip=ih A
Koo=] 3
1 |l||'-|'|_|'|7_.-'|

Blocking
clucle

Poas=daw

NV 102

Liniji-de6s A

Vor= 13V [
lse=0 614 |

iH.vnl-I:“.' | il

Pk
Vip=1t3
Tinp=fip 4

Noe= 13

Ise=0i 674

'1

(k). Block diagram with relay

Fig. 4. Block diagram of the experimental setup.

The proposed arrangement of the circuit under consideration is shown in Fig. 3. The cells A, B, C, D, E, F, G and H are connected in
series configuration, the ends of the series strings are connected to the direct contact of the relay. The negative terminal of cell ‘H’ is
connected to the point ‘10’ of the relay which is normally open point of the relay. The positive terminal of cell ‘A’ is connected with a
common terminal ‘5, 6’ of the relay. This common point is connected with point ‘1’ which is normally closed. The coil of the relay is
connected across the cell ‘B’. The coil terminals ‘2, 9’ can be connected parallel to any series cell of the string and do not affect the
normal operation of the solar panel. Different relays offering a wide range of voltages and are easily available. So, this methodology
can be applied on any voltage and current rating of the solar panel with a suitable relay of specific ratings. In the proposed method, the
connections of single pole double throw relay with the solar panel have been suggested. The requirement of relay will be changed with
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Fig. 5. Laboratory Experimental setup.

the rating of the panel. When the maximum current rating of the panel increases, the relay is also needed to be changed to withstand
the increased load current under partial shading condition. There are many low power relays available that can control high operating
current.

4. Setup of experiment

The block diagram of the experimental setup is shown in Fig. 4. For the testing purpose, the diode/relay is connected across only
one panel that will be affected by the low irradiance. The irradiance level is dropped from 1000 W/m? to 50 W/m? to create the partial
shading on the panel. The series-parallel configuration of solar panel with bypass diode is shown in Fig. 4(a) and the arrangement of
solar panel with the relay is shown in Fig. 4(b). A digital storage oscilloscope (DSO) is used for the measurement purpose. The blocking
diodes are used for both the conditions to protect the solar panels for reverse current. IN4007 diodes are used in the experiment. All the
four panels of the experimental setup are of equal rating.

Fig. 5 shows the experimental setup under multiple halogen lights. Four solar panels are connected in the series-parallel config-
uration as per the Fig. 4. A low power relay of 960 ohms is also chosen to be used in the experimental setup [21]. In the testing setup of
Fig. 5, the panels 1, 2, 3 and 4 are connected in series-parallel. A single pole double throw (SPDT) (1 form C) relay [21] is used for load
current bypass. A rheostat is used as a load. The positive terminal of panel 1 is connected with the common contact of the relay and the
negative terminal of panel 1 is connected to the normally open (NO) contact of the relay (refer Fig. 6(a)). When one of the cells of the
panel 1 (say, A in Fig. 6a) is under shading condition, the resistance of the cell becomes greater than the coil resistance and the relay
will actuate. In this mode, the relay terminal will change from normally closed (NC) to NO, the relay offers an alternate path to the
current and panel 1 will be bypassed successfully. For current measurement purpose, the standard resistance of 1 ohm is connected as
the load resistor and the voltage is measured using the DSO across it. By the Ohm’s law, the voltage drop across this resistor is equal to
the value of flowing current.

5. Different modes of operation of panel 1

In order to explain the complete operation of the circuit, three modes are considered which depend upon the shading scenario.

5.1. Approach 1 (When cell A of panel 1 is shaded)

If the panel consists of two solar cells A and B, then assume a condition when cell “A” of panel ‘1’ is under the shading condition. The
second cell is shorted by the relay coil and offers a closed path for the current which is generated by another series panel 2. In this
condition, the relay will actuate and set to NO from NC as mentioned earlier. This will offer an alternate path for the current as shown
in Fig. 6(a). In this way, the relay consumes 150 mW from cell 2. The red dotted line represents the flow of load current while the blue
dotted line shows the coil excitation current. In the case of bypass diode, these strings are not contributing anything, as shown in Fig. 6
(b). This is another advantage that the proposed approach registers over the previous technique of bypass diode.

5.2. APPROACH 2 (When cell B is shaded)

In this case, cell ‘B’ of panel 1 is under shading condition. The coil current will flow as shown in Fig. 7. So the relay will be switched
from NC to NO and offers an alternate path for the load current. In this case, the relay also consumes 150 mW.



A.K. Gupta et al. Computers and Electrical Engineering xxx (xxxx) xxx

il A SOLAR
' = MODULE 1

™
-

. %ot & e =
LOAD

B sl 'q;;f SOLAR
s —2— MODULE 2

(a). When cell A of panel | 15 under shaded condition [22]

il e _|'."
A & SOLAR
. _ =~ MODULE1
1I S| |INEGLECTED
H_ | [CELI
LOAD P ;
| TX7| SOLAR
4 —T— MODULE2
| p b
v | =]
| B

(). Configuraton with diode

Fig. 6. (a). When cell A of panel 1 is under shaded condition [22]
FIGURE 6 (b). Configuration with diode.

5.3. Approach 3 (When cell A and B are shaded)

This is the third condition when the complete module 1 is under shading condition. In this mode, the coil of the relay will not be
energized because none of the cells of the panel will provide the power to the coil of the relay. So to overcome this problem, an
additional diode is connected in parallel with the solar module which is shown in Fig. 8 [20]. The diode will be turned on only when the
complete module will be under the low irradiance. The test results of different operating modes of the proposed approach and their
performance comparisons are shown in TABLE 1. Technical specifications of the components used are given in TABLE 4. Investigation
on complete shading condition is not in the scope of this work and may be a potential scope in future. When the affected solar panel is
under full irradiation again, the diode will shut down automatically.



A.K. Gupta et al.

Computers and Electrical Engineering xxx (xxxx) xxx

T 1 e —
. & A | SOLAR
: - A MODLUTLE 1
. i * . L
Bl
B
wo¥ & t
LOAD =
r\.._- '"__.." -
e AL i SOLAR
s —=—! MODULE 2
Il +
o —1?—
- .
Fig. 7. When cell B is only under shaded condition.
_‘ -l
T L T 1
- - - Y
| | ]| | SOLAR
T == | JMODULE 1
=
.'m":k ! -
—
LOAD : . :
= SOLAR
i * ATODULE X
|
i |4
~=1
B
L - 1
Fig. 8. when cells A, B of panel 1 are under shaded condition.
Table 1
Summary of device rating.
MODE  Operation Operating Load Required Required current Diode forward Diode forward Power
Device Current voltage forrelay ~ for Relay (mA) Current If (Amp) voltage Vf (Volt) (mW)
1 When Cell ‘A’ is Relay 0.779 12 Volt 12.5 150*
shaded Amp
2 When Cell ‘B’ is 150
shaded
3 When Cell ‘A,B,C Diode 0.779 0.91 708 [4]

and D’ are shaded

6. Experimental results

The experimental results with the bypass diode configuration are shown in Fig. 9 In the partial shading condition, the voltage is
settled at 19.99 Volt and the current is settled at 0.62 Amp. The associated power is 12.39 W for this configuration. The results with the
relay are shown in Fig. 10. Here, the voltage is settled at 19.99 Volt and the current is settled at 0.64 Amp, with associated power at
12.79 W. The auto-trigger mode is used for this purpose. The irradiance level is allowed to fall from 1000 w/m? to 50 w/m? for testing

purpose.

7. Mathematical model for simulation

The mathematical model is designed in MATLAB/SIMULINK for the verification purpose and is shown in Fig. 11. A 2 x 2 array sized
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Fig. 10. Current, voltage and power profile during shading condition with relay.

series-parallel configuration of the solar panel is considered for this purpose. The simulation model is designed for both the relay and
the diode. The SP1 solar panel is shaded in this configuration and the performance has been compared for both the cases. To evaluate
the performance of the solar panel with relay or bypass diode, the scope function has been used. The voltage, current, and power are
measured for both the cases and compared.

The simulation results for the comparison of models with bypass diode and relay configuration are shown in Fig. 12. The operation
with the diode is shown in the Fig. 12(a), the value of voltage is 20 Volts (yellow line) and the value of power is 12.38 W (shown by
channel 2) and the corresponding current after partial shading is 0.619 Amp (shown by channel 1). The operation with relay is shown
in Fig. 12(b) and in this case, the voltage is 20Volts (yellow line), the power is 12.80 W (shown by channel 2) and the corresponding
current is 0.641 Amp (shown by channel 1).

8. Results and discussion

The results of different operating modes are shown in TABLE 1. In approach 1, the relay does not consume the power from the
source. The coil is actuated from the cell, which is neglected in the case of the bypass diode. The power used by the coil is provided by
those cells which are neglected in the case of the diode (approach 1) as shown in the Fig. 6(b). This means that the forward voltage drop
by the relay is due to the contact resistance of 100 milliohm. In the second case, the relay actuates with the energy consumption of only
150 mW and is independent of load, whereas the diode loss depends upon the load current. In the third approach, when the panel is
under complete shading condition, then only the diode will operate.

When one of the panels is under irradiance of 50 W/m?, then from Table 3, the total available power is 12.94 W. In this case, the



A.K. Gupta et al.

Computers and Electrical Engineering xxx (xxxx) xxx

_ Rasuls )
PY Input to shaed panel - 5P1 | (] —1_, Diode Case
) r
PV Input to nor-shaded panel == =
=
Relay Case Ei ufree]
Sensar re— |
] | Blocking | =1 d
B . et 1| g
| e | 4| e u | s
B8P | Voltage [ PR3
g —J |_|EF‘3 -s-mr I o] e !
B3 - Ralgy | g ¥ e (E T e
; T ey _l
R Mg
&P 2 32 il ]
Ll" 5P 4 oo
|
=
= ]
Fig. 11. Simulation model for comparison of the operation of panels with bypass diode and relay.
;-11'" : =¥ Trace Sedociics FHE
= i sebapsia 5|
e e -
1. = q = Bainngs
| EI '"‘l-.l'-'-'!:ll.
______________________ - I e e e . Firme s
T 1 1 IR 1 1 o E B "m l:ll'li
| e 2: EWUT 3 “m
- | | | ar M1 me ar 1 TTR=01
Jl, i AT 1B 074 He
N= - - : - - - - : &Y ¢ &7 bl
i L [} ; il .:, rll f L] lI m
(a} Characteristics of voltane, power and current with bypass diode
1 T T T :.L ﬂ T T T T e Tincw Selpcine LT ]
- T ' ' ' ' ¥ Lumwr Meamremen e
i = S=fng
o D | o Masemnens
__________________ N N O I R D - Tre e
[ s L
ik 1t f J Eilail ATH 1230
I SAT BOITes AY 1 FGesdt
b : | 1487 1547 Hr
i Ay ) AT 0 024 ¥
N N S 1 N N ) B -
I-. i : L i T | | | | 1
H L] Fd 1 & L] ] : L] L ] m

(k) Characteristics of voltage, poswer and current sith bypass relay

Fig. 12. Comparison of Bypass diode and relay configuration.



A.K. Gupta et al. Computers and Electrical Engineering xxx (xxxx) xxx

Table 2
Summary of operating modes and performance comparison.
S.No Rating of one Irradiance Panel Panel Panel Panel Performance with different components under partial
Panel Current voltage Power shading
Without any bypass device
1. 10Volt, 6 Same on every 1Amp 20Volt 20 Watt
Watt cell (1000 W/
(Standard) m2)
2. Under shading 0.647 19.99 12.94 Parameter  Current Voltage Power Power
condition Amp Volt Watt (A) W) w) Losses
(mW)
Diode 0.62 19.99 12.39 550
Relay 0.64 19.99 12.79 150
Table 3
Results of partial shading on one panel from 1000 W/m2 to 50 W/m2 of operation with diode and relay.
Conditions When irradiance is 1000 W/m2 (without shading) When irradiance is 50 W/m2 on one panel
Voltage (V) Current (A) Power (W) Voltage (V) Current (A) Power(W)
Power (without any device) 20 1 20 19.99 0.647 12.94
With Bypass diode (H. results) 20 1 20 19.99 0.62 12.39
(Sim. results) 20 1 20 20 0.619 12.38
With Relay (H. results) 20 1 20 19.99 0.64 12.79
(Sim. results) 20 1 20 20 0.64 12.80
Table 4
Technical details of devices use.
S.No Device Max OPERATING Temp. Relay Voltage Relay Current (mA) Resistance (ohms) Power (mW)
1. Diode(In4007) 75 °C 950 (for 1 amp current)
2. Relay 90 °C 12 12.5 960 150
Table 5
Comparison of proposed design with other components.
S. Device Free From Thermal  Possibility of Additional gate Forward voltage Power consumption Power losses
No Runaway Open circuit fault  circuitry required drop (mv) current (mW) depends on
Condition forward current
1. relay logic YES NO NO NO 150 NO
2. SM74611 [23] NO YES YES 26 208 YES
3. Microsemi NO YES YES 45 450 YES
LX2400 [24]
4. STM SPV1001 YES not provide in YES yes (Actual datanot 420 YES
[25] data sheet provide in data
sheet)

operation with the diode provides 4.25% less power, whereas with the relay, it provides 1.15% lesser power from the available power.
According to TABLE 2, the power consumption of relay can be calculated as total available power minus power in case of the relay
which comes as 12.94-12.79 = 150 mW. The total power consumed by the relay is therefore, 150 mW that is equal to the same given in
the datasheet of relay [21]. In case of the diode, the forward voltage drop as per the datasheet for IN4007 diode is 887 mV for 0.62 A
current.

The comparison chart of the proposed design with other components is shown in TABLE 5. The relay specimen that is used in the
experiment is Omron G5V-1-T90. If the value of load current is high, other models of the relay like ALQ112 for 10 A, may be used. The
advantage of the relay is that it withdraws only current actually required by its coil to get energized. So, the power consumption is fixed
and independent of load current. The SM 74,611 having the power consumption of 208 mW that depends on its forward current [23].
In LX2400, the power consumption is 450 mW and increases with the forward current. The SPV1001 offers 420 mW power con-
sumption and it again increases with the forward current.

The other electrical parameters are also compared, shown in TABLE 5. The relay logic is free from the thermal runaway condition,
the open circuit fault and the forward voltage drop. The relay offers the lowest resistance when energized. So, due to the low resistance
of this metallic contacts of the relay, the forward loss in the relay is very low. The operating time of the relay is 5 ms which is quite
appropriate for this operation. This is the only semiconductor free method for bypassing the current.

10
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Conclusion

The bypass technique for the solar PV panel using electromagnetic relay is tested successfully. The experiments are performed on
PV panel setup with conventional bypass diode as well as with the proposed relay. The results of the performance are compared at
variable irradiance conditions. Further, the results have been validated through the developed model on Matlab/Simulink. The
proposed method works successfully and consumes only 150 mW power losses under partial shading condition which is very low in
comparison with the bypass diode, that consumes 550 mW at 0.62 A under the same shading condition. The proposed method is judged
as a better alternative, replacing the conventional methods in terms of the absence of thermal runaway condition, a lesser requirement
of control circuitry, elimination of open circuit fault, and reduction of forward loss. The other advantages of the proposed circuit are
observed as its independence on temperature, offering semiconductor-free alternate path for current, absence of jumble circuitry,
offering plug and play option, ability to operate without any external signal or any other device for controlling purpose. The power
consumption of the proposed relay is independent of load current and it uses the unutilized power of the cell itself that is neglected in
case of bypass diode. Further, it needs no external power supply, no effect on the normal operation of the solar panel and responds
rapidly under low irradiance condition.

Declaration of Competing Interest

We don’t have any conflict of interest.

Acknowledgment
The work is carried out with the support of Centre of Excellence in Renewable Energy, IIT(ISM), Dhanbad, funded by MHRD,

Government of India, established under the scheme of Centers of excellence for Training and Research in frontier areas of science and
technology.

References

[1

—

Silvestre Santiago, Boronat Alfredo, Chouder A. Study of bypass diodes configuration on PV modules. Appl Energy 2009;86(9):1632-40. https://doi.org/10.

1016/j.apenergy.2009.01.020.

[2] Hasyim, Suryanto E, Wenham SR, Green MA. "Shadow tolerance of modules incorporating integral bypass diode solar cells. Solar cells 1986;19(2):109-22.

https://doi.org/10.1016/0379-6787(86)90036-0.

[3] Ramaprabha R, Mathur BL. "Impact of partial shading on solar PV module containing series connected cells. Int J Recent Trends Eng 2009;2(7). http://citeseerx.

ist.psu.edu/viewdoc/download?doi=10.1.1.479.6970&rep=rep1&type=pdf.

[4] Data sheet of 1n4007 datasheet Fairchild. https://www.mouser.com/datasheet/2/149/1N4001-81693.pdf. (2014).

[5] Dhere, Neelkanth G, Shiradkar Narendra, Schneller Eric, Gade Vivek. The reliability of bypass diodes in PV modules. Reliability of photovoltaic cells, modules,

components, and systems vi, 8825. International Society for Optics and Photonics; 2013. p. 88250. https://doi.org/10.1117/12.2026782.

Steim Roland, Choulis Stelios A, Schilinsky Pavel, Lemmer Uli, Brabec Christoph J. Formation and impact of hot spots on the performance of organic

photovoltaic cells. Appl Phys Lett 2009;94(4):24. https://doi.org/10.1063/1.3073857.

Solheim, Hans J, Fjer Hallvard G, Sgrheim Einar A, Foss Sean Erik. "Measurement and simulation of hot spots in solar cells. Energy Procedia 2013;38:183-9.

https://doi.org/10.1016/j.egypro.2013.07.266.

[8] Kim, Katherine A, Krein Philip T. "Photovoltaic hot spot analysis for cells with various reverse-bias characteristics through electrical and thermal simulation. In:

2013 IEEE 14th Workshop on control and modeling for power electronics (COMPEL); 2013. p. 1-8. https://doi.org/10.1109/COMPEL.2013.6626399.

Zhang Qi, Li. Qun. Temperature and reverse voltage across a partially shaded Si PV cell under hot spot test condition. In: 2012 38th IEEE photovoltaic specialists

conference; 2012. p. 001344-7. https://doi.org/10.1109/PVSC.2012.6317849.

[10] Spanoche, Sorin A, David Stewart J, Hawley Shiloh L, Opris Ion E. "Model-based method for partially shaded PV modules hot spot suppression. In: 2012 IEEE
38th photovoltaic specialists conference (PVSC) PART 2; 2012. p. 1-7. https://doi.org/10.1109/PVSC-Vo0l2.2012.6656784.

[11] Herrmann, W. WWiesner, Vaassen W. "Hot spot investigations on PV modules-new concepts for a test standard and consequences for module design with respect
to bypass diodes. In: Conference record of the twenty sixth IEEE photovoltaic specialists conference-1997. IEEE; 1997. p. 1129-32. https://doi.org/10.1109/
PVSC.1997.654287.

[12] Yoshioka, Hideki SNishikawa, Nakajima S, Asai M, Takeoka S, Matsutani T, Suzuki A. Non hot-spot PV module using solar cells with bypass diode function. In:
Conference record of the twenty fifth IEEE photovoltaic specialists conference-1996. IEEE; 1996. p. 1271-4. https://doi.org/10.1109/PVSC.1996.564364.

[13] Jia, Renhe, Dapeng Wang, Michel Frei, Tzay-Fa Jeff Su, David Tanner, and Chris Eberspacher. "Cell isolation on photovoltaic modules for hot spot reduction." U.
S. Patent Application 12/483,948, filed June 3, 2010. https://patents.google.com/patent/US20100132759A1 /en.

[14] Stefan Wendlandt, Drobisch Alexander, Buseth Torfinn, Krauter Stefan, Grunow Paul. Hot spot risk analysis on silicon cell modules. In: 25th European
Photovoltaic Solar Energy Conference and Exhibition; 2010. p. 4002-6. https://doi.org/10.4229/25thEUPVSEC2010-4AV.3.13.

[15] Capulong, Jose Francisco, and Emmanuel Abas. "Chucks for supporting solar cell in hot spot testing." U.S. Patent 9,116,202, issued August 25, 2015. https://
patents.google.com/patent/US9116202B2/en.

[16] Molenbroek E, Waddington DW, Emery KA. "Hot spot susceptibility and testing of PV modules. In: The conference record of the twenty-second IEEE photovoltaic
specialists conference-1991. IEEE; 1991. p. 547-52. https://doi.org/10.1109/PVSC.1991.169273.

[17] Dhimish Mahmoud, Holmes Violeta, Mather Peter, Sibley Martin. Novel hot spot mitigation technique to enhance photovoltaic solar panels output power
performance. Sol Energy Mater Sol Cells 2018;179:72-9. https://doi.org/10.1016/j.s0lmat.2018.02.019.

[18] Kim, Katherine A, Krein Philip T. "Hot spotting and second breakdown effects on reverse IV characteristics for mono-crystalline Si photovoltaics. In: 2013 IEEE
energy conversion congress and exposition. IEEE; 2013. p. 1007-14. https://doi.org/10.1109/ECCE.2013.6646813.

[19] Dhimish, Mahmoud Violeta Holmes, Mehrdadi Bruce, Dales Mark, Mather Peter. PV output power enhancement using two mitigation techniques for hot spots
and partially shaded solar cells. Electric Power Syst Res 2018;158:15-25. https://doi.org/10.1016/j.epsr.2018.01.002.

[20] Monolithic solar cell and bypass diode system Patent number US 4759803 A. https://patents.google.com/patent/US4759803A/en. (1988).

[21] https://www.mouser.in/datasheet/2/307/en-g5v_1-1097070.pdf. (2011).

[22] Gupta, A., Chauhan, Y.K., Maity, T.: Indian Patent Application. no 201731047389. “An arrangement for replacement of bypass diode by relay in a solar

photovoltaic system.” 2018. https://ipindiaservices.gov.in/PublicSearch/PublicationSearch/ApplicationStatus.

[6

—

[7

—

[9

—_

11


https://doi.org/10.1016/j.apenergy.2009.01.020
https://doi.org/10.1016/j.apenergy.2009.01.020
https://doi.org/10.1016/0379-6787(86)90036-0
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.479.6970&tnqh_x0026;rep=rep1&tnqh_x0026;type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.479.6970&tnqh_x0026;rep=rep1&tnqh_x0026;type=pdf
https://www.mouser.com/datasheet/2/149/1N4001-81693.pdf
https://doi.org/10.1117/12.2026782
https://doi.org/10.1063/1.3073857
https://doi.org/10.1016/j.egypro.2013.07.266
https://doi.org/10.1109/COMPEL.2013.6626399
https://doi.org/10.1109/PVSC.2012.6317849
https://doi.org/10.1109/PVSC-Vol2.2012.6656784
https://doi.org/10.1109/PVSC.1997.654287
https://doi.org/10.1109/PVSC.1997.654287
https://doi.org/10.1109/PVSC.1996.564364
https://patents.google.com/patent/US20100132759A1/en
https://doi.org/10.4229/25thEUPVSEC2010-4AV.3.13
https://patents.google.com/patent/US9116202B2/en
https://patents.google.com/patent/US9116202B2/en
https://doi.org/10.1109/PVSC.1991.169273
https://doi.org/10.1016/j.solmat.2018.02.019
https://doi.org/10.1109/ECCE.2013.6646813
https://doi.org/10.1016/j.epsr.2018.01.002
https://patents.google.com/patent/US4759803A/en
https://www.mouser.in/datasheet/2/307/en-g5v_1-1097070.pdf
https://ipindiaservices.gov.in/PublicSearch/PublicationSearch/ApplicationStatus

A.K. Gupta et al. Computers and Electrical Engineering xxx (xxxx) xxx

[23] http://www.ti.com/lit/ds/symlink/sm74611.pdf. (2016).

[24] https://www.all-electronics.de/wp-content/uploads/migrated/document/88664,/402ag1211-pdf-1-ds-1x2400-rev10.pdf. (2011).

[25] https://www.st.com/content/ccc/resource/technical/document/application_note/3a/8f/fd/5f/03/d3/44/05/DM00029487.pdf/files/DM00029487.pdf/jcr:
content/translations/en.DM00029487.pdf. (2011).

Ankur Kumar Gupta is a research scholar from IIT (ISM) Dhanbad. He has worked as an R&D Engineer in the field of power electronics (AC to DC and DC to DC
CONVERTER). His research area includes Power Electronics and Converters, Renewable energy-based electrical power generation.

Tanmoy Maity, received PhD from Bengal Engineering & Science University, Shibpur. He has six years industrial and more than eighteen years academic experience. He
is currently working as Associate Professor in Indian Institute of Technology (ISM), Dhanbad, Jharkhand, India.

Anandakumar H, Professor(Associate) and Research Head in Department of Computer Science and Engineering, Sri Eshwar College of Engineering, Coimbatore, Tamil
Nadu, India He has received his Master’s in Software Engineering and PhD in Information and Communication Engineering from PSG College of Technology under, Anna
University, Chennai. His-research areas include Cognitive Radio Networks, Mobile Communications and Networking Protocols.

Yogesh K. Chauhan has obtained Ph.D. on induction generator from Thapar University, Patiala, Punjab. Presently, He is working as Associate Professor, KNIT Sul-
tanpur. He is having more than 20 year of teaching/research experience. His-research interests include Power Electronics and Drives, renewable energy based electrical
power generation.

12


http://www.ti.com/lit/ds/symlink/sm74611.pdf
https://www.all-electronics.de/wp-content/uploads/migrated/document/88664/402ag1211-pdf-1-ds-lx2400-rev10.pdf
https://www.st.com/content/ccc/resource/technical/document/application_note/3a/8f/fd/5f/03/d3/44/05/DM00029487.pdf/files/DM00029487.pdf/jcr:content/translations/en.DM00029487.pdf
https://www.st.com/content/ccc/resource/technical/document/application_note/3a/8f/fd/5f/03/d3/44/05/DM00029487.pdf/files/DM00029487.pdf/jcr:content/translations/en.DM00029487.pdf

Wireless Personal Communications
https://doi.org/10.1007/s11277-020-07979-8

®

Check for
updates

An Efficient Privacy-Preserving ID Centric Authentication
in loT Based Cloud Servers for Sustainable Smart Cities

Ajay Kumar'® . Kumar Abhishek' - Xuan Liu? - Anandakumar Haldorai®

Accepted: 11 November 2020
© Springer Science+Business Media, LLC, part of Springer Nature 2020

Abstract

Smart cities or Smart societies require Internet of Things (IoT), for connecting numerous
devices to enormous asset pools in cloud computing. This coordination of embedded tools
plus cloud servers conveys the extensive applicability of IoT in Smart Cities. However,
authentication and data protection, play a major job in secure coordination of these two
technologies. Considering this, in 2017, Chang et al.s system introduced famous verifica-
tion system dependent on an elliptic curve cryptography (ECC) for IoT plus cloud servers
for Smart Cities and guaranteed that it fulfills need of security protocols and is safe to dif-
ferent sorts of assaults. Nevertheless, in this paper, we demonstrate that Chang et.al. system
is defenseless to a privileged insider intrusion, server impersonation intrusion, known ses-
sion-specific information intrusion and offline password guessing intrusion. In addition, it
does not accomplish device anonymity and mutual authentication. Considering this weak-
ness of existing system, we propose an authentication system dependent on ECC for IoT
and cloud servers in Smart Cities. The suggested system accomplishes mutual authentica-
tion and supports fundamental safety necessities. The informal security examination, per-
formance analysis and contrast of the suggested system with existing systems prove that the
suggested method is powerful, effective and stout as a counter to manifold security threats
faced by Smart Cities. The formal confirmation of the suggested procedure is performed by
AVISPA tools, which affirms its safety strength within the sight of a conceivable invader.
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1 Introduction

For Internet of Things protocols that enable Smart Cities, Elliptic-curve cryptography
(ECC) based authentication is one of the productive public key cryptographies, as it offers
a comparable security level with a conservative key size [1-4]. It is highly reliable and
gives a valuable trade-off between security and effectiveness compared to other authentica-
tions. It can build up improved key agreement and provide security with lower computa-
tional complexity. Therefore, it is often used for the cloud computing environments that
enable Smart infrastructures such as smart streetlights, smart homes and smart healthcare.

Existing studies for ECC-based authentication for smart cities have been great in execu-
tion and offer sensible security in the cloud computing field [5]. However, their security
level is not sufficient for smart cities as their execution does stand on expectation of design
of current small capacity IoT devices [5]. This turns into the inspiration for a proposed
superior lightweight system dependent on public key infrastructure (PKI) with ECC for
securing cloud computing networks for smart cities.

In view of this fact, several authentication plans [6—11] relying upon ECC have been
proposed previously. One such lightweight famous verification system for smart devices
was proposed by Kalra et al. [12]. However, the system suffered from two weaknesses in
shared authentication and session key. Afterward, Chang et al. [13] improved system pro-
posed by Kalra et al. by offering an enhanced secure authentication system for IoT and
cloud servers dependent on ECC. Despite Chang proofs demonstrating that their system
accomplished shared authentication and gave fundamental security necessities by secu-
rity examination, we discovered six shortcomings in it: a failure of shared authentication,
intrusion on client anonymity, privileged insider intrusion, secure impersonation intrusion,
known session-specific provisional data intrusion and offline password predicting intru-
sion. This deficiency is demonstrated and broke down in detail in Sect. 3.

This paper improved Chang et al.s. system and removed existing weakness in [6—11]
and propose a novel an efficient privacy-preserving ID-based protocol for smart cities. The
proposed protocol removed vulnerabilities of the Chang et.al. system. We demonstrate
that the proposed system is protected against the elliptic curve discrete logarithm problem
(ECDLP) and the elliptic curve DiffieHellman problem (ECDHP). It also resists several
security intrusions and furthermore fulfills the security attributes required for advanced
protocols design (i.e., known-key security, incomplete advancing confidentiality, key-com-
promise impersonation robustness, obscure key-share robustness, and key control robust-
ness).By scheming the appliance of hashed combined individuality in the authentication
procedure, we can construct a comprehensive system with user concealment. User conceal-
ment [12] means that a distant users actual individuality will be disguised in course of the
login, making it difficult for outsiders to trace him/her. The proposed protocol is approved
via programmed validation of web security contracts and applications (AVISPA) [14-17]
formal validation tool to demonstrate its protection from different dynamic and passive
intrusions. It also proves the correctness of mutual authentication. In addition, an opti-
mized secured form of the proposed protocol is proposed to upgrade the protocols compu-
tation cost over the previous study. Security and performance analysis are performed on the
proposed system. The result demonstrate the efficacy of the proposed system vis- -vis com-
petitive systems and conclude that the proposed system is more robust, efficient, and secure
with respect to various known intrusions. Ultimately, the offered system has reduction in
computational overheads vis-a-vis other ECC-based systems, making it more appropriate
for application on IoT cloud-based application for Smart cities.
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The current paper is ordered as follow. Section 2 gives the literature review. The crypto
analysis of Chin-Chen Chang system utilized in the proposed system is given in Sect. 3.
The proposed ESL-secure ID-based the system is introduced in Sect. 4. In Sect. 5 the pro-
posed protocol crypto analysis is led by utilizing AVISPA tool and ProVerif tool, and infor-
mal security investigation. We give performance and proficiency assessment in Sect. 6. In
Sect. 7, we record the inferences and future works.

2 Related Work

The Dhillon et al. [18] proposed a verification scheme for therapeutic experts to access
data from IoT-cloud network-based medicinal services applications. However, this scheme
lacked user anonymity and did not provide a robust identity check. Amin et al. [2] asserted
that the previously proposed schemes (e.g., [19]) were powerless against different security
attacks (e.g., insider attacks, offline password-guessing attacks, and impersonation attacks)
and, furthermore, devised a novel scheme to improve the existing schemes. Subsequently,
Feng et al. [20] introduced an authentication scheme that was impenetrable for replay-
attacks. This scheme utilized the improved challenge-response technique. Nikooghadam
et al. [21] performed the cryptanalysis of the scheme proposed by Kumari et al.[22] and
guaranteed that Kumari et al. ’s scheme was vulnerable to password guessing attack and
hence did not guarantee client anonymity. To avoid the discovered security shortcomings
and improve the existing security, Nikooghadam et al. [21] proposed a scheme to ensure
client anonymity. Subsequently, Aikuhlani et al. [23] proposed a safe, computationally
lightweight authentication scheme. This scheme resisted known attacks and supported both
session-key agreement and mutual verification. However, they failed to clarify whether
this lightweight scheme was applicable to a heterogeneous IoT environment such as smart
cities.

Kalra et al. [12] proposed a confirmation and key agreement system for the IoT and
the Cloud data center dependent on “Elliptic Curve Cryptography”. The behavior of ECC
make Kalras et.al. plan both effective and protected. In their system, a client and a data
center would first be able to validate one another and then arrange one transient session
key to utilizing. Notwithstanding, Chang et al. discovered two shortcomings in Kalras
et.al. plan: a disappointment of shared authentication and mistiness of the session key.
To evacuate that drawbacks, Chang et.al. proposed notes on Secure confirmation plot for
IoT and cloud data centers. Their plan improved mutual authentication and gives a session
key understanding. A lightweight attribute-based encryption system utilizing ECC for IoT
based smart civic infrastructure was suggested by Yao et al. [6].

At the same time, an authentication plan dependent on ECC for RFID frameworks for
IoT based smart home automation systems was created by Moosavi et al. [7]. A review
of RFID confirmation conventions for IoT in wearable technologies on ECC was finished
by He et al. [24], where they analyzed the overheads of both the tag and the server side.
Kalra et.al. [25] had completed a definite overview of ECC based protocols. ECC like-
wise ended up being the effective decision as compared to other open key cryptographic
methods for accomplishing shared authentication amongst smart devices and servers in cit-
ies and organizations. ECC centered verification procedures appropriate for smart devices
used in homes recommended by Wu et al. [26], Tian et al. [27], Abichar et al. [28] had dif-
ferent drawbacks. The procedure offered by Wu et al. used client verification by the server.
This was hazardous as an aggressor could imitate a server to get data from the client. Then
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again, the protocol offered by Tian et al. and Abichar et al. gave shared authentication uti-
lizing certificates. Certification systems cause an increment in cost as the server and cli-
ents needed to complete extra calculations to confirm each other’s individuality. This made
them inappropriate for deployment in smart cities. ECC based authentication procedures
for smart devices in homes, healthcare and infrastructure have likewise been proposed by
Yang et al. [29], Islam et al. [30] and Debiao et al. [8], Ray et al. [31], Granjal et al. [32],
Jiang et al. [33]. These suggested procedures dependent on various types of ECC, utilizing
ideas extending from timestamps to certificate-based shared authentication.

3 Crypto Analysis of Changs Authentication System

We analyzed various existing scheme from 2015 to till now. In our examination we found
that Changs et.al. provided the security analysis of one of the famous Karla et.al. authen-
tication scheme and provided imperoved version of security. However, in our analysis we
found that Changs et.al. fail to address significance aspect of security. Thus, in this seg-
ment, we demonstrate the security flaws of Changs et.al. system that make it unsuitable for
deployment in smart cities (See Figs. 1 and 2). The brief reviews of Changs et.al. authen-
tication system can be found in [13]. We highlight that the system has certain security
glitches and that an intruder can post different types of invasions on Changs et.al. system.
For the suitability of explanation, the
vocabulary, and symbolizations used in the paper are briefed in Table 1 as mentioned:

1. In Changs et.al. authentication system, the embedded devices cannot successfully com-
pute A, , ensuing in a failure of shared authentication.
Since device computes A; = H (Tl- ®H (P,-) ® CK/) . However, to compute A; need
CK not Ck . In addition, it’s impossible to extract Ck from CK’ due to difficulties of
ECDLP [34]. Thus, deduction Vlf = 7V, becomes false.
2. Attack on user anonymity: The device-specific identity is a confidential parameter, it
helps an intruder to trace the devices login logs and current position so preserving it is
one of the important aspects of distant operator authentication problem. In Chang et.al.
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Fig. 1 Authentication requests in Smart Cities
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Table 1 Notations guide

Notations Description

ID,; Embedded device Id
EXP e Expiration time of the cookie
R Random number

P\, P,, P’2, Py, P, P Challenges

X Server privatekey

Il Concatenation

H( One-way has function
(4] XOR operation

P Password

Ck Session cookies

G Generator function
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Fig.2 Chin-Chen Chang ECC-based SignUp and login system [13]
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system, during authentication user identity u; and other security parameters (P1 , Py, IDI-)
are openly directed over the public network deprived of any kind of encryption. There-
fore, anyone is able to identify the specific demand came from which user minus putting
much exertion. Therefore, this system fail to prevent the intrusion on operator secrecy
and fails to preserve the operators anonymity.

3. Privileged insider intrusion: As Identity-based cryptosystems (IBC) have weakness of
suffering from insider intrusion as the trusted server knows the device-specific authori-
zations. Even the channel is secure, an insider from the server’s side can effortlessly
acquire session cookie CK and password P; . Now using this private information, every
insider can mimic himself as the genuine device ID; by altering the variables of some
parameters as specified in Impersonation Attack. Thus, this system fail to prevent insider
intrusions.

4. Server impersonation intrusion : If an intrusioner can steal this record stored in a data-
base by some means, the record is useful for launching Impersonation Attack. When-
ever device ID; send challenge < ID;, P, P, > to TS through an open channel, the
intrusioner intercepts the server and blocks its communication Now, the intrusioner
chooses a randomly € Z, and computes challenges P =n, X G and P =n, X CK,
and sends it < P P o 1> back to the deV1ce ID; . On recelvmg dev1ce ID computes
A= H(Tl @H( ) ® CK ) and P = P X A; and verifies P = P . The result come
true, thus device falsely insure that 1t connected to legal. In thls way, the intrusioner suc-
cessfully impersonates the server and compute session key S= H (IDi | N1 X N2 x G) .

5. Known session specific temporary information intrusion: If session connected data
inadvertently discloses then discloser would not anyhow lead to negotiation and disturb
the confidentiality of the session key [28, 29]. In Chang et.al. system, the session key is
computed as S= H (ID; || N1 X N2 X G) where ID; , P, P,, Psand P, sent over the open
channel so easily intercepted. As secrecy of the session key depends purely upon the
N1 or N2 which ensures the hardness of the session key [28]. Thus, partial exposure to
N1/N2 of the session key to any outsider turn into disclose of the session key. Hence,
this system fail to prevent known session specific temporary information intrusions.

6. Offline password predicting intrusion: Assuming an intrusioner obtained the
cookie data CK, and P3, P4, T; by intercepting and blacking the communication of
the embedded device. Now intrusioner guess P, , apply Hash H( P; ) and computes
A= H(Tl GBH( ) @ CK' )andP = P X A; andverlﬁesP 7= P ThlS step of com-
puting and verifying repeat until correct PJ is found. Therefore, this system fail to prevent
offline guessing intrusions.

To solve this limitation of Changs et.al. system, we proposed an effectual securing
novel ID based authentication system for IoT and cloud server for deployment in smart
cities and smart infrastructure projects. Details defined in the next section.

4 Proposed ECC-Based System

This section puts forward the new and improved operator authentication system for IoT
cloud and server. The suggested system based on Changs et.al. system; therefore, it chal-
lenges and removes all the formerly stated security problems and susceptibilities of their
system. As Changs et.al. system, the proposed system also involves two phases (i.e., reg-
istration stage and password authentication stage) which include session key distribution
stage. Figures 3 and 4 show the schematic of our offered system for the IoT cloud and
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Table 2 Notations guide

Notations Description

Psw; Secret password of the embedded device
P, Public key of the embedded device

Py Public key of the server

I; Hashed embedded device ID

CID; Server generated embedded device ID
CK Session cookie

E,..D,; (i.e., Secure channel)
Openchannel
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Fig.3 The proposed ECC-based Signup system

server in smart cities and smart infrastructure projects. For convenience of description, the
vocabulary and symbolizations used in the paper are concisely given in Table 2 as shown:

4.1 Registration

In the beginning, to make the user legal, a device ED; must register itself to the third trusted
party through a secure channel. The particulars of registration of stage are as follow:
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Fig.4 The proposed ECC-based login system

1. Step 1: Initially, the device ED, records an authenticated individuality ID; with trusted
server TS; and for this, the device chooses a password Psw; for computing hashed iden-
tity I, = H(ID,||Psw; ).

2. Step 2. Then ED, sends the registration request I; > to T'S over a protected trusted channel

3. Step 3. Then TS checks whether ID; has been recorded or not. If ID; has not been
recorded, 7S choose a random number R and calculates CID;, =h(R| | I, | | s ) @ s,
CID, = CID,.G , CK = h(R||s||E,||CID) , CK' = CKxG , A=R @ h(R||I}||s) , T=R &
hRIL|)®L®CK ,{ =T@®CID;®s,d =A@ CID, ®sande, = E, @& CID; & s.
Then, TS store parameters {,d, e; in the server database, set working bit W;,;,_; = 0 and
send CID, , CK'to ED; through a secure trusted channel.

Whenever the devices ED; communicate with TS, the working bit W, is set to one for the
corresponding connected communication; otherwise and after the termination of commu-
nication, it is set to zero. Both embedded devices and server encrypts the table using there
personal secret key and generator function G, which is depicted in Fig. 4.

4.2 Authentication Phase
To initiate communication with 7S in the network. Each participant or particular user

devices to be authenticated with TS (See Fig. 4). Therefore, the authentication of the regis-
tered devices with TS proceeds as follows:
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e Step 1: ED; - TS : <CID;,X;,Y; > . The legitimately registered devices ED, ,
choose an ephemeral secrete randomly x;; € Z, from dictionary D= < x;1, ..., X;, >,
then computes challenges X; = x;;xG using ECC point multiplication, hide x;, inside
Y; = h(x;xCK") and send challeng < CID, X, Y; > to TS through a protected channel.

e Step 2: TS > ED; : <X;,Y;, T>. Subsequently getting the challenge TS , calcu-
lates recomputes { =T @ CID; ® s,A=d @ CID,; ® s, E, _e @ CID;®s , hR]
| ;| |s)=CID;® s, R=T®hR| | I, | | s ), CK = h(R||s||E||CID) and checks
h(xiGCK/) = 7Y, . Unsuccessful deduction from both the sides to session termina-
tion otherwise proceeds to further steps. Now TS choose an ephemeral secret ran-

domly x;; € Z, from dictionary D= < x;y, ..., X;;, >, then compute challenges X; = x,,xG
using ECC p01nt multiplication, hide x; 1ns1de = h( X1 A. G) and send challenges
< X], Y,, T>to ED, through a secure channel.

e Step 3: Session Key Computation Sy = x; lxX = x;xx;xXG = x;xX; : After receiving
challenges, ED; recomputes A= T @ I; ® CK and check X; xA = ?Y; . Unsuccessful
deduction from both sides leads to session termination, otherw1se proceed to further

steps.

Now users ED; compute the last challenge C = i(Y;||A ) with the session key Sy = x;;xX;
and send challenges < C > to TS through a secure channel.

After receiving challenges, 7S recomputes, and check s ( ¥;||A )=? C. Unsuccessful
deduction from both sides leads to session termination; otherwise proceed to further steps.
After successful deduction, the T'S computes a session key Sg = x;;xX; .

5 Crypto Analysis of the Proposed Protocol

In this segment, we examine the safety of our offered system in smart cities and smart
infrastructure projects and demonstrate that it can avert the above-mentioned flaws in
Changs et.al. authentication system. The safety of the offered system is based on the col-
lision-free one-way hash function and two NP hard problems: ECDLP and ECDHP. The
former argued that when assumed a base point P over an elliptic curve E and a random
variable beZgq * , it is computationally infeasible to search an integer result a such that b =
aP., and the latter defined that when assumed three parameters P, aP, bPeq * , it is compu-
tationally infeasible to calculate abPeq * .
Summarizing the chief security benefits of our suggested system as follows:

5.1 Informal Security Analysis

This subsection presented how the suggested system is robust against all known crypto-
graphic intrusions in smart cities and smart infrastructure projects and also it represents
its comparison with existing systems by using safety attributes as pronounced underneath.

Reply intrusion

Using a reply intrusion, an attacker may imitate a genuine user by re-claiming the mes-
sage < CID,;, X;,Y; > found from a preceding protocol run and transferred it to the 7.
After receiving a log-in request, 7S computes and verifies Y = ?Y; and sends back new
challenges X;,Y;, T to ED; . However, after 1mpersonat1ng Y, T to ED,; messages, the
intrusioner unable to compute A= T & I, @ CK without knowledge of I, and C Since C
and [; , is neither directed over any messages over public channel nor can be gotten from
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the embedded circuit. ED; due to its tamper-proof design. Without knowledge of the secret
key x;; and x;, of the dev1ce and server, its unmanageable for the intrusioner to cannot cal-
culate the vahd session key S = x;;.x;;.G and verify challenge C; = h(Y;||A) . Hence, the
reply intrusion is infeasible to the proposed system.

Password guessing intrusion

In the recommended system, embedded device password psw; store in the form of a
password generator (i.e., P, = psw;.G ) and wrapped in the form of I, = h(IDi||pswi) .
Consequently, the intrusioner cannot guess the password psw; without knowledge of I; and
Py, . Since I; of ED,; is not transmitted over any messages on public channel nor can be
gotten from the embedded device ED; due to its tamper-proof design (i.e., nor is stored in
the ED; and TS). Therefore, the recommended system prevented the password guessing
intrusion.

Impersonation intrusion

Supposing that an attacker attempts to imitate embedded devices ED; and the server
TS through replaying with the previous intercept message. However, it is impossible to
impersonate embedded devices ED; and the server 7. Therefore, if intrusioner wants to
impersonate embedded devices ED; and the server TS anyway, then intrusioners need to
create a fresh login request. Since its impossible to extract value stored in tamper-proof
embedded devices. Without knowing the knowledge of CID, and CK' , the intrusioner
cannot build a effective login request message < CID,,X;,Y; > . Also, without knowl-
edge of server secret key s, it is impossible to compute 7 and A and a create message
< Xj, Yj, T >, where Xj = le.G and Y] = h(leA.G). Therefore, the recommended system
prevents Impersonation intrusions.

Denial of service intrusion

In the recommended system, the server TS closed the login session if the number of
incorrect enter CID:. attempts exceeds a limit value. However, the login request will be con-
tinued as soon as the correct CID; is provided In login phase, support adversary replace
message < CID;, X;,Y; > with < CID X,V > by randomly selecting the elliptical curve
point x and sent it back to 7S, but the TS computes and compares the previous value with
recelved Y ?Y; . If TS found a difference, 7S terminate the procedure with a failure com-
mumcatlon to the user. Consequently, the recommended system is infeasible to the denial
of service intrusion.

Many logged-in users intrusion Suppose adversary got legally embedded device cre-
dential CID;., C]’( with secrete identity /; by some other means. The adversary attempts to
connect with the server by impersonating ED; . However, in the recommended system, only
one legal ED; communicate with 7§ at the identical time out of all who identify the effec-
tive credential. As every time 7S set a working bit W,;,_; equal to one for the corresponding
communication ED; after successful authentication and store it in its database. Every time
receiver TS will check W,,,_; before establishing a connection with requested ED, . Even
receiver TS can deny all the requests if W,;,_; representing existing ED; is still communicat-
ing with him.

Server spoofing intrusion

Here, the antagonist may attempt to conceal as a server TS to recognize the devices
ED,; secrete credential. The ED; secrete credential CID; is the composition of the hashing
of some random secrete R, secrete identity /; , and server secrete s. In addition, CID, store
in the TS encrypted database (i.e., E;, = 5.G ) in the form of CIDI. = CID;.G . Thus, it is
impossible for the intrusioner to get ED, secrete credentials CID; by any means. Therefore,
the recommended system is infeasible to a server spoofing intrusion.
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Perfect forward secrecy

Even if the private key of both the ED; and the server compromised by some other
means, the confidentiality of previously established session keys should not be affected,
suppose adversary by somehow discovers ED; s password Psw; and TSs secret key s; thus it
figure out other components from the message. However, adversary cannot derive the ses-
sion key Sg = x;.X; = x;;.x;1.G = x;;.X; . To compute it, adversary needs to find out x;; and
x; from X; and X; which seem computationally infeasible due difficulties of computational
Diffie-Hellman problem. So if the current session key Sy is leaked, but adversary cannot
figure out all the past session keys, since the session key also depends upon the random
secretes x; and x; . Hence, the recommended system is infeasible to perfect forward secrecy.

Insider 1ntrusmn

In the recommended system, during the registration of the device, ED; send
I, = h(IDl-llpswi) instead of password psw; securely over the secure channel. Thus, the
advisor of TS can’t obtain the password psw; since it is protected by ED; s identity and
collision-resistant one-way hash function A(). Thus, the privileged-insider unable to imper-
sonate the legitimate ED; successfully and hence, the recommended system is infeasible to
Insider intrusion.

Known session-specific temporary information intrusion

After successful authentication, both the communicating ED; and TS compute session
key S = x;;.X; = x;;.x;,.G = x;.X; , which is a combination of ephemeral secrets x;;,x;;
. Suppose that an adversary got ephemeral secret x;; by some other means. However, it is
impossible for the advisor to derive the session key Sy with the only knowledge of sin-
gle ephemeral secrets. Therefore, to deriving session key advisor also need to find out x;
from S, past session key which seems computationally infeasible due difficulties solve the
Computational Diffie-Hellman Problem (CDHP) for pairs which are hard to solve by a pol-
ynomial-time algorithm. Thus, the recommended system is infeasible to a known session-
specific temporary information intrusion or key stroke attacks.

Attack on user anonymity

Device anonymity means that an intrusioner cannot get the devices masked identity /;
from the transmitted messages during the login and authentication phase. Here, identity I;
is well protected by s and the random number R with the help of hash function A(). More-
over, s and the random number neither sent through any message nor stored in the ED,
and TS in plaintext. Hence, the recommended system is infeasible to the user anonymity
intrusion.

Stolen-verifier intrusion

If the intrusioner got Smart Card/Smart Device by some other mean, the intrusioner
could launch a power analysis intrusion to know secret information stored inside. In the rec-
ommended system, during the registration phase, the TS store a/ande; against CID;. Even
if the intrusioner somehow steals those records, he cannot perform the malicious activity,
since intrusioners unable to access challenge (7, A, E, ) because record is protected with the
secret key s of TS and CID, . Moreover, an intrusioner cannot create a valid login request to
pass the authentication steps without the knowledge of C since it is not stored in the servers
database. In addition, cookie computation C =C,.G rehes on the correct computation of
C, = h(Rl [s||E, ||CIDl) Without the knowledge of the servers secret key s, the intrusioner
cannot compute a valid cookie C;, . Thus, the intrusioner cannot create a valid login request.
Therefore, the recommended system can withstand the stolen-verifier intrusion.

Cookie theft intrusion In the recommended system, the session cookie C; is depos-
ited and sent in the format of C = h(Rl [s||E,||CID; ) G , an ECC point multiplication in
the embedded device ED,. Therefore it is very difficult to excerpt C; from C because of
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difficulties of ECDLP. In addition, C;( send through a secure encrypted channel E,. Conse-
quently, the intrusioner cannot get the cookie C;C. Thus, the recommended system is infeasi-
ble to cookie stealing intrusions.

Man-in-the-middle intrusion In the recommended system, the man-in-the-middle
intrusion is prohibited by shared authentication amongst ED; and TS that we verified using
AVISPA simulation which we explained in Sect. 5.2 the Consequently, the recommended
system is infeasible to man-in-the-middle intrusions.

Brute force intrusion To launch the brute force intrusion, the intrusioner needs to
excerpt the security parameters X, Yi,Xj, Yj and T from transmitted messages, Even if the
intrusioner is successful in extracting it, however, intrusioner cannot find the password
psw; as servers secret key s is unknown to intrusioner and there is not any method of pre-
dicting the arbitrary number x;; and x;; . Therefore, the recommended system can repel the
brute force intrusion.

Finally, we present a examination of diverse security characteristics of certain prevail-
ing systems [updated] with the recommended system, as revealed in Table 3. The existing
work relevant to each other. Therfore, we consider Kalra et.al. [25] Kumari et.al. [35] and
Chang et.al. [13] for comparison work. The comparison shows that the recommended sys-
tem satisfies all the above weaknesses in the existing systems.

5.2 Formal Security Validation Using AVISPA Tool

In this unit, we performed the simulation of the recommended system using the AVISPA
tool [14]. We performed experiment on oracle virtual box installed on window 10 machine
provided by Intel Core i5 machine with 3.10 GHz processing speed. Our study simula-
tion shows that the recommended system is protected for replay and man-in-the-middle
intrusions. AVISPA a push-button tool for the automatic validation of Internet security-
sensitive procedures and tools, which becomes a extensively acknowledged tool for official

Table 3 Security characteristics comparison

Attacking scenarios Kalra et.al. [25] Kumari et.al. [35] Changet.al. [13] Recommended
Reply intrusion Available Available Available Available
Password guessing intrusion Not Available Not Available Not Available Available
Impersonation intrusion Not Available Not Available Not Available Available
Denial of service intrusion Not Available Not Available Not Available Available
Many logged-in users intrusion Not Available Available Not Available Available
Server spoofing intrusion Not Available Available Not Available Available
Perfect forward secrecy Not Available Available Not Available Available
Insider intrusion Not Available Not Available Not Available Available
Known session-specific tempo- Not Available Not Available Not Available Available
rary information intrusion
Attack on user anonymity Not Available Available Not Available Available
Stolen-verifier intrusion Not Available Available Not Available Available
Cookie theft intrusion Not Available Available Available Available
Man-in-the-middle intrusion Available Available Available Available
Brute force intrusion Available Available Available Available
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security verification in current years [14]. The AVISPA protocol coded in one of the power
languages (i.e., high-level protocol specification language (HLPSL)). This language com-
prises of the role which represents each participating activity. This role presented in every
scenario is separate from every other role. The role receives primary information from the
parameter, which communicates with another role through channels. The HLPSL proto-
col is translated to the intermediate format specification using an HLPSL2IF translator.
The input is given to one in four backs ends (i.e., on-the-fly model-checker (OFMC ),
tree automata-based on automatic approximations for the analysis of security procedures
(TA4SP), constraint logic-based intrusion searcher (CL-AtSe)) and SAT-based model-
checker (SATMC)) to produce results.

The numerous rudimentary kinds are used for defining the specifications of a dissimilar
role. Some of them are; agent: the agent defines the principal name of the intruder by using
unusual identifier i, public_key: it represents the public key, symmetric_key: it represents
the key used for encryption, const: it defines constant declared in roles, text: it represents
nonce which is always renewed and is continuously unique, and it secure communication
from the intrusioner, function: it represents irreversible one way hash cryptography func-
tion of type hash_func used for modeling, nat: it signifies the natural number in nonmes-
sage context.

The AVISPA tool received input as a designed protocol, analyze it, and generate out-
put exactly by labeling the state whether the procedure is in a benign or insecure state.
The channel is used for communication which is hypothetically to be measured by the
DolevYao intrusioner. It means that invader is modeled by using the DolevYao model with
the possibility that intruder assumes a legitimate role in a procedure run. The session role
defines all the basic roles.

The role setting is a top-level role which is the commencement point for implementation
and instantiates session role using diverse rudimentary roles to mimic diverse likely situa-
tions. Lastly, in the objective unit, as per our requirements of the calculated procedure, we
define all necessary and sufficient goals.

While writing code in AVISPA, we wrote two primary roles: one for the user and one
for the session. Then we wrote another three roles: one for the session, one for the environ-
ment and one for goal. The last three roles are representing the execution environment of
the first two roles. The Fig. 4 depicted the specific role performed by the agent. As soon
as the device (EDl-) agent obtains the start signal, the ED; updates its instance from O to 1.

This state is preserved by a variable state. Then ED; directs the registration request I;
securely to the server through protected channel (Snd). We called it a registration phase.
The transmission channel <Snd, Rec> that is used for message transmission of the type of
DolevYao threat model, which is an unsafe channel, and delivers the intrusioner to modify,
delete the matters of transferred communications. After that, in response ED, receive the
message (CID; , CK ") from the server safely by the assistance of secure Rec channel. In this
role, the declaration played_by ( ED, ) designates that the mediator named in the variable (
ED,) plays in the role.

During the login phase, ED; sends a message < CID,, X;, Y; > to the server via the pub-
lic open channel (See Fig. 5). Then the server responds with message < X}, Y;, T> to , ED,
via the public channel. Lastly, ED; replies with the communication C to the server via the
public open channel. A knowledge declaration situated at the top of every role is used to
specify the intruder’s initial knowledge. Immediate reaction transition is of the form

X =Y, which relates an event X and an action Y. The declaration witness
ED,, S, alice_bob_xil,xil" generated by ED, , where the random nonce xil freshly gener-
ated for the server (S).
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Fig.5 Role specification for embedded device

Instead, another announcement request S, ED_i, bob_alice_xj1,xj1’ shows that the ED;,
receipt of the random nonce xj1 produced for ED, by the server. Similarly, we realized the
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role of the server during the registration stage. Lastly, we implemented the role for the ses-
sion, goal, and environment of the recommended system (see Fig. 6). All these roles are the
instant with tangible influences in the role session.

In HLPSL, the invader (i) also participated in the implementation of procedure as a
existing session, as presented in Fig. 7. We defined two secret goals and two authentication
goals. For example, the secret goal (secrecy_of_csecl) indicates that ID; and Psw; are kept
the secret to the device ED; only. The authentication goal: authentication_on alice_bob_ xi1l
means that ED, generates a random nonce xil , where xil is only known to ED, . When the
server receives xil from supplementary communications from ED, , the server completes a
sturdy authentication for devices centered on xil .

In our implementation, we used the CL-AtSe backend. We analyze and discuss the
output generated through CL-AtSe backend (See Fig. 8). The section summary stipulates
whether the procedure is SAFE, UNSAFE, or INCONCLUSIVE. Our output summary
section shows safe terminology, which designates that the recommended protocol is safe
against major intrusions. The section details specify that the situation below which the rec-
ommended procedure is safe or what condition has been used for finding an intrusion, or in
conclusion why the scrutiny was indecisive.

The procedure unit specifies the name of the procedure. The goal unit indicates the key
objective of the examination. The backend section represents the name of the backend
used. The statistics section represents the time needed by the backend to execute the proce-
dure. The intrusion trace section specifies if an intrusion is found, the trace of the intrusion
is printed in a standard Alice-bob format. It represents how the intrusion has been achieved
in the procedure.

For protocol analysis, we choose widely accepted back ends CL-AtSe for the execution
tests. The back ends CL-AtSe analyzes whether the legal agents can execute the specific
system by performing a search of the passive intruder. Then back ends results give intrud-
ers with knowledge of some normal sessions among the legitimate agents. We conclude
that the recommended protocol is safe from the analysis of simulation result as follow:

Executability keeps an eye on non-trifling HLPSL specifications

Due to some modeling errors, the recommended model cannot once in a while imple-
ment to consummation. It might occur that the AVISPA backend shall fail to discover an
intrusion if the recommended model cannot reach to a state where that intrusion can occur.
An excitability test is then extremely fundamental [14]. The recommended system demon-
strates that the procedure portrayal is all around coordinated with the intended objectives,
as indicated in Fig. 8 for the output of excitability test.

Replay intrusion check

Aimed at the replay assault check, the CL-AtSe backend confirms whether the genuine
mediators can implement the quantified procedure by playing out an inquiry of an inac-
tive invader. This backend gives the interloper the information of certain usual sessions
amongst the genuine agents. The test outcomes appeared. Figure 8 validate that our plan is
secure counter to the replay intrusion.

Active and passive intrusion check

The summary result for CL-AtSe back ends shows that the recommended system is
SAFE. It means that the recommended system is free form all active and passive intrusions.

DolevYao model check

Aimed at the DolevYao model check, the CL-AtSe backend additionally confirms the
existence of any man-in-the-middle intrusion conceivable by an invader. It is obvious from
the outcomes revealed in Fig. 8 that our system satisfies the design properties furthermore,
is additionally safe under this backend.
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Fig.7 Role specification for the session, goal and environment

6 Evaluation

This section presented how the recommended system is efficient over Chang et al. system

using performance analysis, efficiency study and performance study.
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Fig.8 Analysis result using CL-
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6.1 Performance Analysis

In this unit, we computed the enactment of the recommended system and compared it
with Chang et.al. system in order to conclude the merits of the recommended system. We
defined the following notation utilized to conduct the performance analysis.

e T, : the execution period of a hash procedure.
e T,.,: the execution period of an ECC point multiplication procedure

6.1.1 Computation Cost

The standard execution time (computation cost) needed of T, and T, are 2.3 us and 22.26
x10? s respectively [35]. Note that the computational cost of lightweight processes (i.e.,
concatenation, contrast, also XOR ) has been overlooked, because of inexpensive computa-
tion. From Table 4, it is clear that the computational cost of Kalra et al. system, Kumari

Table 4 Computation cost

comparison Systems Overall Cost
Kalra et.al. [12] 7Ty + 7T, = 15.5981 x 103 ps
Kumari et.al. [35] 7T, + 8T,,,, = 17.8241 x 103 s
Chang et.al. [13] 8T, + 7T,,,, = 15.6004 x 10° s

Recommended 5T, + 6T,

ecm

= 13.3675 X 10>us
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Table 5 Communication cost

comparison Components Size in bits
ID,, CID, 160
(i1 %1) 160
(G, T;, C) 160
X, Y;, CID;) (320+320+160) =800
X, Y. T) (320+320+160) =800
X, Y, CID; + (X, Y, T, + C) (800+800+160) =1760
Table 6 Communication cost and Schemes #Messages Communica _ Storage costbit

I mparison i i
storage cost comparisol tion cost/bit

Kalra et.al. [12] 3 1760 320
Kumari et.al. [35] 3 1760 480
Chang et.al. [13] 3 1760 320
Recommended 3 1760 480

et al. system Changs et al. system, and the recommended system are 7 T;, +7 T,,,, = 15.5981
x103us , 7T, +8T,,, =17.8241 x 103us , 8 T, +7T,,,, =15.6004 x 10> ys and 5T}, +6 T,,.,,
= 13.3675 x 103 us respectively. From the computation cost comparison (See Table 4), we
conclude that even recommended protocol support forward secrecy and backward secrecy.
It is efficient in terms of lighter weight computation power than Kalra et al., Kumari et al.,

and Changs et al. protocol (See Table 4).

6.1.2 Communication Cost

In this subsection, we do an assumption for computing the communication price of recom-
mended system. Table 5 presents the price of components in the recommended protocol
[30]. Designed for an elliptic curve Ep(a, b) , all parameters (p, a, and b) are assumed as
160-bits each.

Therefore, an ECC point X, Y = (xp.yp) € E,(a,b) takes (160+160)=320 bits. For the
recommended protocol, the communication parameters are X;, Y;, CID,-,Xj, Yj T, and C; .

((X,.Y,.CID;) + (X, Y, T;) + C;) (800+ 800+ 160)=1760 bits is communication cost

which are the same as compared to Changs et.al. system mentioned in Table 6.

6.1.3 Storage Cost

In this subsection, we performed the assumption for computing the storage cost of the rec-
ommended system. Table 5 presents the price of components in the recommended protocol
[35]. In the Chang et al.s system, the embedded device stores a cookie (i.e., C;{ ) consume
320 bits of data. In contrast, in the recommended system embedded device stores cookie,
as well as pseudo-identity (i.e., C;{, CID; ), consume 3204-160=480 bits of data in its stor-
age mentioned in Table 6. This additional consumption of memory because the recom-
mended system ensures device anonymity while Changs et.al. system does not.
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6.2 Efficiency Study

This subsection evaluating the efficiency of recommended system over the existing Changs
et.al. [13] system (See Table 7) by satisfying following crucial functionality requirements.

6.2.1 Shared Authentication (P1)

The recommended system provided shared authentication between embedded devices (
ED; ) and server (S) using a three- way challenge-response handshake technique. TS vali-
dates ED; by checking Y = ?7Y; and C ?C; while ED; validate S by verlfylng Y =7Y;.
It’s 1mp0551ble to compute Y, without any knowledge of C and T; . Since both C and T; are
encrypted using the encryption key E, during transmlsswn The E; is made of personal
secrete of ED; and public key of server ( P, ). For the above reasons, the intrusioner cannot
compute C; = h(Y,»||Yj) . Thus, only ED; and S mutually authenticate each other. Conse-
quently, the recommended system accomplishes appropriate shared authentication.

6.2.2 Friendly Password Selection (P2)

In the recommended system, the client can select easy to recall a password psw; which may
be low or high intensity. This password is stored in the password generator format (i.e.,
P,, = psw;.G ). It is very difficult to extract the password from a password generator due to
the difficulty of ECDLP [28]. Even identity /; contains a hash of concat of device identity
and password generator, stored in the server. It’s very difficult to extract a password genera-
tor from /; due to hashing.

6.2.3 Session Key Agreement (P3)

The recommended system justified the session key contract in the session key computa-
tion subsection, which ensures secure session along with highly confidential data exchange
between embedded devices ( ED; ) and server (TS).

6.3 Performance Study

In this unit, we evaluated the enactment of the recommended system with the present
system. We compare the system in terms of security requirements, cost calculation, and
functional requirements. After evaluating the existing systems, we found that Klara et al.
system is susceptible to password estimating intrusion, masquerade intrusion, denial of
service intrusion, many logged-in users intrusion, server spoofing intrusion, perfect for-
ward secrecy, insider intrusion, known session-specific temporary information intrusion,

Table 7 Functional requirements

. Schemes P1 P2 P3
comparison
Kalra et.al. [12] n/a n/a n/a
Kumari et.al. [35] Supported n/a Supported
Chang et.al. [13] n/a n/a Supported
Recommended Supported Supported Supported
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intrusion on user anonymity, stolen-verifier intrusion, and cookie theft intrusion. While
kumari et al. system suffering from password guessing intrusion, impersonation intrusion,
denial of service intrusion, insider intrusion, and known session-specific temporary infor-
mation intrusion. The Chang et al. system has a security loophole because of unprotected
toward password guessing intrusion, impersonation intrusion, denial of service intrusion,
many logged-in users intrusion, server spoofing intrusion, perfect forward secrecy, insider
intrusion, known session-specific temporary information intrusion, intrusion on user
secrecy and stolen-verifier intrusion. In contrast, the recommended system removed all
those security weaknesses of Klara et al., kumari et al. and Chang et al. system and become
preventive against all mentioned security intrusions.

When we discuss cost calculation, we arrive at the point that Klara et al. system have
calculation price 15.5981 x 103us with storage price 320 bit and communication price
1760 bit. While the kumari et al. system has computation price 17.8241 x 103 s with stor-
age price 480 bit and communication price 1760 bit. The Chang et al. system has compu-
tation cost 15.6004 x 103 s with storage cost 480 bit, and communication cost 1760 bit.
In contrast to all those mentioned systems, the recommended system has calculation cost
13.3675 x 103 us with storage cost 480 bit, and communication cost 1760 bit. After the
above data, we determine that the recommended system is much effectual in comparison
with other existing systems in terms of low computation cost with the cost of the same
communication cost. However, the storage price in the recommended system is somewhat
augmented. This is supported because the recommended system accomplishes entirely the
security necessities while Klara et al., kumari et al. and Chang’s et al. system does not.

Finally, when we evaluated the recommended system with prevailing systems by veri-
fying the crucial functionality requirements. The Kalra et al. system does not provision
all four functionality requirements (i.e., mutual authentication, friendly password selection,
session key agreement, and secure password update). While Kumari et al. system fail to
support friendly password selection and secure password update except for shared authen-
tication, and session key contract. The Chang et al. system supports only the session key
contract; however, it fails to support mutual authentication, friendly password selection,
and secure password update. In comparison with all mentioned system, the recommended
system supported all four functionality requirements and removed the gap of the existing
system.

By satisfying all security requirements, functional requirements with lower computa-
tion cost, we conclude that the recommended system is the sustains judicious efficacy and
is well suited to validate the embedded device in the cloud and IoT scenario as compared
to other prevailing systems. We summarized the performance of the recommended system
over the existing system in Fig. 9.

7 Conclusion with Future Work

We analyze various existing authentication systems from the year 2011 to now. During
the analysis, we found that one of the famous Kalra and Sood et al. authentication systems
suffers from a security loophole. Later in 2017, Chang et al. improved the Kalra and Sood
et al. system by correcting it. However, after doing cryptanalysis, we found that Chang
et al. incorrectly corrected Kalra and Sood et al. system. In our cryptoanalysis, we demon-
stration how Changs et al. system defenseless to off-line password predicting, privileged
insider intrusion, secure impersonation intrusion, and known session-specific temporary
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Fig.9 Performance comparison

information intrusion. We also represented how Chang et al. system is failed to address
shared authentication and user secrecy problems, and the protocol has unnecessary redun-
dancy in design. In addition, we also found that the existing systems unable to stand on
lightweight computation. To resolve this matter, we recommended a innovative lightweight
computational authentication system. We also tested the recommended system by perform-
ing simulation by means of the most famous cryptoanalysis tool; AVISPA tool. The result
of testing along with informal cryptoanalysis indicates that the recommended authentica-
tion system can withstand almost all kinds of intrusions and contents all necessary security
requirements, such as user secrecy, shared authentication, the session key security and an
effectual verification instrument for the duration of the login stage. We compared the com-
petence of the recommended system with recent existing systems. The consequence shows
that the recommended system is lightweight in terms of less computational overheads but
at the cost of high storage cost. In the forthcoming plan, we propose to extend the recom-
mended system to improve communication costs and storage costs further.
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The growing devices and capacity requirements of wireless
systems bring increasing demand for RF spectrum. Cog-
nitive radio (CR) system is an emerging concept to increase
the spectrum efficiency. CR system aims to enable
opportunistic usage of the RF bands that are not occupied
by their primary licensed users in spectrum overlay
approach. This approach is especially important in signal
and image processing, where sets of sensors, large and
heterogeneous, provide large amounts of data, usually
noisy and corrupted with various sources of interference.
From a methodological point of view, cognitive commu-
nication is concerned with multi-dimensional and statistical
signal processing, especially with problems such as
detection, estimation, and optimization. In addition to
classical sensing, detection, supervised, reinforcement and
learning methods include Bayesian modeling, Markov
models, support vector machines, and kernel methods. It
spans a broad area of applications, such as military,
industrial, medical, transportation and other fields like error
control, error detection, adaptive filtering, computer vision,
managing data, sensor control, data fusion, blind and semi-
blind source separation, sparse analysis, brain-computer

< Arulmurugan Ramu
arulmurugan @presidencyuniversity.in

Mu-Yen Chen
mychen@nutc.edu.tw

Sri Devi Ravana
sdevi@um.edu.my

Anandakumar Haldorai
anandakumar.h@sece.ac.in
Presidency University, Bangalore, Karnataka, India

National Taichung University of Science and Technology,
Taichung, Taiwan

University of Malaya, Kuala Lumpur, Malaysia

Sri Eshwar College of Engineering, Coimbatore, Tamil Nadu,
India

sl edvalis T s anenbe s T

interfaces, signal processing and radio communication. The
intelligent system for the cognitive communication is a
collection of intelligent terminals with signal processing
and mobile capabilities. Among them, each intelligent
terminal carries out signal transmission and distributed
processing with other intelligent terminals. However, most
existing communication architectures, including their sig-
nal processing protocols and control algorithms, are
designed for centralized networks by default.

This issue aims to gather latest research and develop-
ment achievements in this area and to promote their
applications in all important fields with society needs. This
issue features eight selected papers with high quality. The
first article, “Salp Swarm Algorithm and Phasor Mea-
surement Unit Based Hybrid Robust Neural Network
Model for Online Monitoring of Voltage Stability”, pre-
sents the online monitoring of voltage stability method.
The proposed model is based on Salp Swarm Algorithm
based Artificial Neural Network (SSA-ANN). The prime
considerations in this model is the use of real time data.
The computation time is reduced amongst all the models
for all the test cases considered for estimating the VSMI.

The second article, “Efficient Traffic Control and Life-
time Maximization in Mobile Ad hoc Network by Using
PSO-BAT Optimization”, proposed hybrid Meta heuristic
methodology of dynamic mobile ad hoc network focuses
on the mobile node energy level and lifetime maximization
with the use of velocity estimation and fitness value cal-
culations of PSO-BAT optimization algorithm. The pro-
posed heuristic algorithm enhances the secured routing
process of mobile nodes in dynamic mobile network with
denial of service mitigation algorithm in a reliable method.

The third article, “The performance analysis of dual-
inverter three phase fed induction motor with open-end
winding using various PWM schemes”, proposed to
investigate the performance of various PWM schemes for
two inverters fed a three-phase induction motor. The PWM
schemes are developed the voltage references and
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modulated using the same or different PWM scheme with
simple carrier based PWM method proposed and executed.

The fourth article, “Reliable Service Availability and
Access Control Method for Cloud Assisted IoT Commu-
nications”, the reliable service method availability and
access control is discussed to improve the resource allo-
cation and request processing efficiency of Cloud-IoT. This
method operates in cloud and gateway layer for resource
allocation and request processing respectively. Using a
reliable gateway selection method, the requests are pro-
cessed in a timely manner preventing backlogs and failures.
The augmented learning process classifies requests based
on time overlap to reduce the backlogs and delay in com-
munication. In the proposed methods, the fore-mentioned
processes are augmented to improve the overall perfor-
mance of cloud assisted IoT platforms.

The fifth article, “Efficient Pre-authentication
Scheme for Inter-ASN Handover in High Mobility
MANET?”, proposed a new routing protocol to handle the
displacement and direction factors in ad-hoc networks. The
proposed Modified EAP based Pre-authentication
scheme using Improved ElGamal (MEPIE) overcomes the
MITM, replay, DoS and impersonation attacks in MAN-
ETs. The proposed mechanism based on the improved
ElGamal addresses the inadequacies of ElGamal digital
signatures and yields better results.

The sixth article, “Unified Power Quality Conditioner
with Reduced Switch Topology for Distributed Networks”,
In this paper Unified Power Quality Conditioner designed
and developed with reduced number of switches and it is
controlled by SRF based Carrier Double Zero Sequence
Signal Modulation technique. The proposed UPQC system
is designed with 10 switches, which provide better per-
formance compared to conventional 12 switch UPQC
system. It is implemented to reduce the various power
quality issues like minimization of voltage sag and current
ripples, harmonics reduction in the input voltage and
reduced Total Harmonic Distortion.

The seventh work titled, “False Alarm Detection Using
Dynamic Threshold in Medical Wireless Sensor Net-
works”, presents a dynamic threshold algorithm to detect
the sensor anomaly to differentiate false and alarms and
this system presented for healthcare application in WSN.
The error value is calculated using a dynamic threshold
which can identify false and true alarm using a majority
voting system. The proposed system shows the detection
ration is high and false positive rate is lower which con-
clude that this new approach is particularly useful in WSN
application such as health monitoring system and it will be
competitive with others.

The eighth article “Design and Development of Planar
Antenna Array for MIMO Application” has proposed a
Design for implementing an innovative Two T-shaped

@ Springer

planar antenna on behalf of ISM band for the MIMO
application. The antenna is designed with the Taconic RF-
35 substrate having a dielectric constant of value 3.5, while
the method of feeding coaxial probe has been employed as
antenna feed. The proposed antenna’s performance was
examined, and it was found that the proposed scheme has
better performance compared to the existing schemes.

Our sincere thanks to the Editor-in-Chief, Dr. Imrich
Chlamtac and Eliska VIckova, Managing Editor, European
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sincere thanks and grateful to the reviewers for their efforts
in reviewing the manuscripts.
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ABSTRACT

The cultivation of crops, conservation of plants, restoration of landscape, and management of soil
are the phases incorporated in agriculture and horticulture. During the cultivation and conservation
stages, the plants and the crops are affected by various diseases such as Bacterial scourge, Bacterial
Leaf Blight, Brown spot, Seeding blight, Leaf streak, Powdery Mildew, Fire Blight, Black Rot and Apple
Scab. These diseases in plants will lead to losses such as manufacturing and financial loss in farming
industry worldwide. To maintain the sustainability in horticulture, the detection of crop disease and
maintaining the condition of the plants are important. The Computer Aided Detection (CAD) in the
agriculture and horticulture is the emerging trend, based on the digital imaging that provides the
detailed analysis about the disease by applying the image mining process. In this work, the Cross
Central Filter (CCF) technique is proposed to perform the noise removal process in the image and
the identification of objects in the image is applied by using the Cognitive Fuzzy C-Means (CFCM)
algorithm to differentiate the suspicious region from the normal region. The evaluation is conducted
against the diseases affected in the rice crop and apple trees. The performance evaluation proves
that the proposed design achieves the best performance results compared to the other filters and

the segmentation techniques.

1. INTRODUCTION

Horticulture is the division of agriculture which addresses
the science of plant cultivation in a smart manner. The
cultivation includes the plants that are edible as well
as ornamental which is handled under the landscap-
ing. The plant and crop development stages integrate the
important directions, such as planting or seed germina-
tion, relocation or reproductive stage, panicle initiation,
blooming, maturation, ripening stage, and senescence.
Quality assurance is an essential function of food gen-
eration and transforming from the perception of giv-
ing nourishments with acceptable nutritious value. This
auditing process is important to validate the quality of
the food items which examines the intrinsic and extrin-
sic defects [1] by using the quality evaluation process of
nutrition products.

In the recent few years, the data processing and infor-
mation extraction system have significant growth in the
agriculture field. The information extraction provides the
eminent processing of data using the digital imaging sys-
tem. The data processing system in digital images has
emerged extremely due to the increasing development
in digital imaging over the internet. The mechanism of
accessing and extracting the information is simplified

© 2020 IETE

because of the emerging technology such as Big Data.
The digital imaging is improved by the Visual Modality
Technology (VMT) which is known as vision technology
[2] that handles the extraction of information from the
digital images. Computer-based Visual Modality Tech-
nology (CVMT) is illustrated as the process of automat-
ing and combining the largest range of techniques and
illustrations for visualization. VMT accomplishes unique
operations such as image identification and selection,
restoration, recognition, feature extraction and decision
making.

VMT executes the image acquiring process, identifica-
tion of image objects, examining the image features and
extracting the information by performing the numerical
calculations [3] using the decision logics and by using
the statistical analysis. VMT shields the underlying tech-
nology of computerized image investigation employed in
various areas. VMT is the enhanced style of the CAD
system which imports the images and deriving the cog-
nitive sense by processing the digital images. The evo-
lution of CAD system [2] has emerged a massive rise
in the effective disease identification process. The pro-
cess of identifying the suspicious segments from the nor-
mal region is accomplished in four levels, namely Noise
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Removal, Object Segmentation, Feature Extraction and
Classification & Ranking procedure.

Disease identification [4] in crop, plant, and tree is a crit-
ical task to perform either by manual techniques or by
utilizing the automated techniques. It is hard to separate
[5] the parts of the crops accurately in the digital image
if it is treated manually. In order to handle this situa-
tion, the digital images must be processed by applying the
computer-based automated techniques. The CAD system
analyses the input images and produces the end output
in the form of visual representation of defected part of
the crops along with the information about the disease
affects the crops. This report is generated by the CAD sys-
tem and produced to the consumer after completing the
validation process about the crops as well as the disease
which affected the crops.

2. RELATED WORK
2.1 Problem Statement

Crops are affected by various diseases such as Impres-
sion, Bacterial scourge, Black kernel, Brown spot, Seeding
blight, Powdery Mildew, Fire Blight, Black Rot and Apple
Scab in different development levels in various climatic
sessions. In order to distinguish the disease type and dis-
ease severity accurately, the digitization process must be
utilized by applying the image processing [6] operations.
Shape recognition is the essential function of the image
processing which makes the detection system more accu-
rate as well as improving the efficiency of the method-
ology to detect the disease affected area in minimum
duration. In the agribusiness field, the disease identifi-
cation and severity estimation not only reduces the time
consuming but also expands the yield of the crops which
protect the ecological surroundings.

2.2 CVMT

The process of forming the VMT is purely application
and component dependent. During the specific measure-
ment and image recognition with the pattern matching
process is a standalone application [7] which builds the
arrangement as a hybrid system by combining the stan-
dalone and the dependent process. The answers provided
by the VMT are well recognizable as well as easily under-
standable to humans. The VMT applies the data acquisi-
tion and knowledge processing to obtain the information
from the digital image. The input of the VMT is acquired
from digital cameras or by the sensors which captures the
real-world images to provide the expressive information.

In order to achieve the disease identification and severity
analysis of the disease using the CAD system, the image
mining is applied to the acquired image after completing
the segmentation [8] of objects in the digital image. The
preprocessing (noise removal and image enhancement)
is applied to the captured image, then the segmentation
is processed to identify the Region of Interest (ROI) in
the image. The recognition process of suspicious region
is performed in these two stages along with the character-
istic extraction in terms of features and the classification
process.

The objective of the CAD system [9] is to produce the
knowledge processing system that retrieves the informa-
tion from the digital images. This information retrieval
process is operated by the CAD system along with the
combined operations of the VMT. This procedure is pri-
marily given to perform the disease identification and
severity analysis in crops by using the heuristic tech-
niques. The evolution of CAD with VMT has created
a huge increase in the detection procedure. Also, it can
serve to achieve accurate detection with minimal time
duration and price effectiveness.

The VMT combined CAD system does the following
operations to do the crop disease detection process.

(1) Image acquisition

(2) Preprocessing (Noise removal and image enhance-
ment)

(3) Image segmentation

(4) Feature selection, extraction and classification.

These four operations are important during the knowl-
edge processing operations while discovering the disease
defected portion in the crops, plants, and trees. These
steps are linear and integrated with other process to
reduce the time complexity of the operation, i.e. the out-
put of the current step is passed as the input to the next
step in the consecutive operations.

2.3 Image Filtering and Segmentation Techniques

The process of removing the unwanted pixel points in
the image is done by employing the noise removal and
image enhancement phase. The filtering methods such
as Mean filter, Median filter, Gaussian and Wiener fil-
ters are applied to purge the noise pixels present in
the image signal. The dominant brightness level anal-
ysis for contrast enhancement was proposed by [10].
The method mainly obtains the adaptive intensity trans-
formation for the image captured in the remote sens-
ing. By using the low frequency luminance component,
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the intensity transfer for brightness-adaptive is com-
puted. The author overcomes the problem of exhibit-
ing the saturated components in the low and high
intensity regions by performing the discrete wavelet
transform.

The optimization process in the image denoising
algorithm is discussed in [11]. The spatial domain meth-
ods such as local feller, Gaussian filter, anisotropic filter
to avoid the blur effect are discussed by the authors.
The transform domain methods for denoising the image
using the discrete cosine transform, wavelet, curvelet and
steerable wavelet are applied for significant improvement
in the image filtering process. The principle component
analysis for the spatial filter is evolved to characteriste
the multi-resolution sparsity and edge detection process
during the denoising process.

Mean filter and median filter operations and its perfor-
mance are analysed by Gupta et al. [12]. These filters are
the basic linear filter models that follows the arithmetic
mean operation to remove the noise signals from the
image. Mean filter model is a low pass filter that allows the
image signal frequency only if the estimated mean value
is less than that of the image signal. If it is greater than
the image signal, then the signals are eliminated from the
image signal. Median filter is also a basic type filter which
executes the operation based on the arithmetic median
value. The greater signals are eliminated from the image
signal.

The low pass filter operation with respect to the Gaussian
estimation [13] is performed by using the Gaussian fil-
ter. The band pass operation is performed by the Wiener
filter [14]. The Gaussian relationship is estimated in the
form of mean, standard deviation and variance. This is
estimated for the input signal of the image and from
these values Gaussian function value is estimated. This
value is used as the upper bound for the low pass filter-
ing operation. The boundary value is calculated by using
the impulse response of the input signal. The larger value
input signal compared to the boundary points is removed
as the noise signal and noise-free signal are combined and
formed as denoised image.

Bedi et al. [15] studied various methodologies for
improving the visual appearance of the image in terms of
image enhancement and segmentation. The log normal
methodologies, such as log reduction magnitude with
logarithm transform, histogram shifty, content classifi-
cation, are discussed for vision-based monitoring appli-
cation. The histogram modification, content adaptive
algorithm, and discrete cosine transform with the retinex

theory were deliberated for the image and video compres-
sion process.

The retinex theory-based image enhancement technique
with the segmentation extended for highly illuminated
visual perception is developed in [16] with certain pro-
cess of halo effect in the non-multiscale Gaussian filter-
ing with the dynamic range of modification and colour
consistency are achieved in the extension. This process
was mainly used to achieve the satisfactory colour rendi-
tion with the relatively smoothened pixel points. Zhang
et al. [17] presented a solution for the object detection
in the segmented image with Bayesian optimization and
structure prediction in the deep convolutional network.
The cognitive architecture mainly acquires the knowl-
edge and encompasses [18] the evaluation, learning, and
reasoning of the decision-making system.

Yue et al. [19] proposed the segmentation and the classi-
fication methodology based on the spectral-spatial fea-
tures in the dimension reduction using deep learning
process. The author develops a framework by using the
balanced local discriminant algorithm with embedding
technology to extract the features by stacking the spec-
tral and spatial relationship. In the image classification
process [20], multifeature-based classifier is used with
the training process. The Convolutional Neural Network
(CNN)-based trained sample significantly achieves the
better performance in the classification process.

3. IMAGE PROCESSING SYSTEM
3.1 Image Acquisition

The crop and tree segment images are captured by using
the digital camera and the generated digital image of the
crop and tree are stored in the database. The image repro-
duction [21] operations such as perspective viewing and
editing of the captured images are performed by using the
image sensors or by using the image capturing devices.
The scanners, ultrasound, and spectroscopy are used as
the image capturing devices to get the high-resolution
pictures to provide the accurate results. The captured
images are converted into grayscale by using the RGB to
Grayscale conversion operation.

3.2 Preprocessing (Noise Removal and Image
Enhancement)

The captured images are applied to preprocessing to
remove the unwanted pixel points from the image. This
also improves the quality of the image by eliminating the
distortions in the preliminary manipulation stage. The
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digital images [22] are treated in terms of pixel points
as the basic picture elements which represents the actual
points. In the preprocessing stage, the distortions in the
image are eliminated by applying the filtering operation
as the stage of noise removal. The Cross Central Filter
scheme is employed to perform the noise removal opera-
tions, which increases the significance of the pixel points
by eliminating the low significant pixel of the captured
image. Establishing the relationship between the near-
est pixel points, the denoising operation is performed by
isolating the low qualified pixel points.

3.3 Image Segmentation

Image segmentation is otherwise known as object divi-
sion process in the digital image. This is a process of
dividing, analysing, and merging [23] the relevant char-
acteristics of the picture based on the objects identified
from the digital image. This is executed by making the
relationship matrix between each and every pixel points.
It distinguishes the ROI in the image [24] and uses the
image segmentation process with similar objects in the
analysing area. This relationship is named by the prin-
cipal matrix which relates the pixel point in the digital
image. The main role of this segmentation in terms of
region partitioning [25] is to divide the image pixels
which are mutually exclusive and region-based scattered.
This process is spatially related and similar with respect to
the defined close distance criteria. The image segmenta-
tion process is performed by using the CFCM technique
which outperforms the FCM technique.

3.4 Filtering Process

Enhancing the image quality and removal of unwanted
pixels are executed in the manipulation of digitized
images and permitting of limited frequency by reject-
ing the higher value frequency. This process is done by
using the filter function along with the re-transformation
process of the image signal. This image frequency filter
allows the bounded level frequency to avoid the noise
present in the digital signal of the image. The filter model
is basically categorized into the following types based on
its processing characteristics, linear and nonlinear filters.

Linear filter removes the noise pixel points based on
the relationship between the continuous and consecu-
tive pixels. The nonlinear filter removes the noise which
is in the category of impulse signal models. This pro-
cess is done by computing the variance among the image
signals. This filter basically removes the Gaussian noise
present in the image signal. If there is a disagreement
found by passing over the variance boundary limit in the

pixel points, then the picture element is removed from
the picture signal.

3.5 Proposed CCF

CCEF derived from the operations of low pass filter and
band pass filter which preserves the better performance
compared to other filtering operation due to the intelli-
gent operation of this filter. This filter is a band pass filter
which also combines the process of low pass and high
pass filters. The upper and lower bounds for this band
pass filter are estimated based on the input image sig-
nal. The input image pixel points are organized into M
x M structures to process it efficiently. The procedure
is based on Gaussian functions for the curved structure.
The construction is covered in three directions: horizon-
tally, vertically, and diagonally.

The input image pixel points are carved up into N
number of grouped structures with M x M matrix.
These N groups are treated separately to key out the co-
relationship between the input matrix. For each group,
the Gaussian spatial relationship is judged in terms of
mean, variance and Gaussian function. This value is cal-
culated in three directions and the value is set as the upper
bound value of the comparison.

The captured apple scab image and rice crop image are
given as an input to the CAD system and the captured
images are shown in Figures 1 and 2 respectively. The
input image with specific density of salt & pepper noise
added is depicted in Figures 3 and 4. For lower bound
value, the maximum variance value is keyed out by com-
paring the input signal value and the calculated mean
value using Equation (1).

The absolute difference between these two values is
checked as the lower bound value of the band pass fil-
tering system. By using the mean value as input, the

original image

- _ " 4

Figure 1: Captured apple scab image given as an input to the
CAD system
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original image

Figure 2: Captured rice crop image given as an input to the CAD
system

noisy image

Figure 3: Salt & Pepper noise added to the input apple scab
image

noisy image

Figure 4: Rice crop image with Salt & Pepper noise

standard deviation and the filtering bound are computed
by applying the Gaussian modelling.

1 [r/2] [r/2]
mean = = Z Z x[n —i, m —j] (1)
i=—[r/2] j= —[r/2]

Equations (2) and (3) represent the computation model
for the Gaussian distribution. The distributed value of the
image vector is organized in matrix structure to proceed
with the replacement of distorted pixel with the denoised
pixel point. The pixel comparison operation is accom-
plished in each direction for all input pixel points with
the two boundary points. If the pixel point satisfies the
median criteria using Equation (4), then the pixel point

Contrast Enhanced Image

—

Figure 5: Denoised and contrast enhanced apple scab image
using CCF

Contrast Enhanced Image

Figure 6: Denoised and contrast enhanced rice crop image using
CCF

is separated as noise-free pixel point and the remaining
pixel points are rejected from the input signal.

e( (x—;djean))
p= PN (2)
o

o
\/ Yo (i — mean)?

3)
w X w

p - filtering bound; w - size of window; o - standard

deviation; n — number of rows; m — number of columns

Ymedian [1> m] = median {x[n —i,m —jl}, i,j
= —r/2,...,[r/2]. (4)

Figures 5 and 6 show the noise removed and contrast
enhanced image after applying the image enhancement
process using the CCF filter operation.

4, SEGMENTATION AND CLASSIFICATION
4.1 Segmentation Process

Image division focuses on obtaining an automated seg-
mentation system for disease detection using the iden-
tification of suspicious region. The primary objective of
the single image segmentation method is to increase the
quality and efficiency of the CAD system which is applied
for the detection of crop disease. The purpose of the
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proposed study is to assist the botanist in the decision-
making process during the identification of crop disease
and its severity. A segmented image provides a much sim-
pler description about the crops by extracting the similar
pixel points.

After completing the noise removal process, the clus-
tering is applied to the image to identify the linear
relationship [26] between the objects present in the
image. The relationship between the pixels is validated
using the Euclidean measurement. Image segmenta-
tion is the process of partitioning the image into a
number of regions or cluster groups which are corre-
sponding to the different objects present in the pic-
ture. During the analysis process, the regions with the
set of boundary [30] pixels are grouped into specific
social systems such as line or circular segments in the
image.

4.2 Cognitive Fuzzy C Means Clustering

Fuzzy C Means (FCM) is executed to identify the natural
groupings of data pixel points from the image to pro-
duce a standardized representation of pictures. FCM is
the clustering algorithm which [27] is utilized to form
set of clusters with every pixel data from the image based
on the spatial relationship that belongs to the every clus-
ter with certain degree and the membership is calculated
using Equation (5).

1
Wij = 2 (5)
C Xi—¢j | m—1
Y b
S
Cj:—l L (6)

N
>imt “Z‘q

N C
=Y ullxi— ¢’ (7)

i=1 j=1

ujj is the degree of membership of x; in the cluster j,
x; is the ith of d-dimensional measured data, ¢; is the
d-dimension centre of the cluster, and |[*|| is any norm
expressing the similarity between any measured data and
the centre. Here the membership of pixel point with the
cluster group is identified using Euclidean distance in the
Euclidean space of the data. The cluster gives strength by
the centroid pixel points of the picture. The relationship
between pixel point and the cluster centroid is identified
by degree of membership which is computed by using
membership function and it is indicated by using Equa-
tions (6) and (7). The pixel information is extracted from
the images and these pixel values are grouped into a set of

clusters based on FCM and CFCM clustering approaches.

CFCM is the improved version of the FCM clustering
algorithm to perform the segmentation process. CFCM
is an iterative optimization algorithm which produces the
optimized solution based on heuristic modelling. It pro-
duces the mathematical optimization by performing the
local search operation to select the best combination of
clusters to obtain the best results. The iterative process
is initiated with the random set of solutions to solve the
clustering problem. In these iterations, an incremental
modification is performed to the newly formed solution.
In fuzzy operation, pixel points in the image are grouped
based on the selected cluster centroid point.

The membership function determines the quality of the
formed cluster by setting the intensity level of connectiv-
ity between pixel points and the cluster centroid point.
Standardized to the FCM clustering, the point of mem-
bership is the primary input to the target sigmoid func-
tion. And this evaluates the import of the pixel point
with the cluster groups. If the pixel point retains the
higher meaning in terms of membership value,the objec-
tive value of the membership function will be greater
value. CFCM makes use of Cognitive distance function
as objective function along with the membership office to
determine the best combination of centroids in the pic-
tures. Centre distance is drawn out from the Euclidean
distance between cluster centroid and pixel data points.
This length value is selected as the input for the nega-
tive exponential with the splitting ratio of the sigmoid
function.

This Sigmoid function is the logistic function which
divides the Euclidean distance. Centre distance is used
to amend the selection probability of the cluster cen-
troids. The stage of membership is estimated based on
this Cognitive distance with the Euclidean distance. If the
centroid has two or more dimensions, then the degree
of membership function initially estimates the Euclidean
distance between the cluster centroid and data pixel
point. If it has a single dimension, then the absolute
difference between the pixel point and the centroid is cal-
culated as distance. Once this distance is estimated then
the value is passed as an argument to the kernel distance
estimation function using Equations (8) and (9).

. x
X=— (8)
arg max |x|

1
fx) = m )
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Binary Image

Binary Image

Figure 7: Suspicious region segmented in the inverted apple
scab image using the proposed CFCM segmentation algorithm

1

V)N det(C)

1
X exp (— SE—wC - u)) (10)

P(x) =

The term C represents the covariance matrix, det indi-
cates the determinant of the matrix, y denotes the mean
value, x and N represent the individual data value and
number of instances respectively. This kernel distance
defines the logistic function as sigmoid values. The input
distance value is divided by the sigmoid value, then the
negative exponential value is calculated from the corre-
sponding value which is named as the kernel distance
between data pixel point and cluster centroid. After com-
puting the kernel distance value, the objective estimation
function is invoked to calculate the degree of member-
ship for the cluster centroid and its corresponding cluster
pixel points. From the degree of membership and the set
of cluster centroids, new cluster centroids are found as a
next iterative solution.

In the iterative process, the difference between the objec-
tive value of the last set of solution and the current
set of solution is estimated and it is compared with the
objective difference value. If both the set of solutions pro-
duce the equal or approximate equal value of degree of
membership, then the algorithm converges with the best
combination of centroids. Once it is converging then, the
iterative process is terminated with the last centroid point
as final cluster points. This grouped pixel point produces
the region of interest to perform the feature extraction
and classification operation. The output of the image seg-
mentation in terms of the suspicious region in the apple
scab image and the rice crop image are shown in Figures
7 and 8.

4.3 Feature Extraction and Classification

The feature is defined as the point of concern for image
description. In computer vision and image processing,

Figure 8: Suspicious region segmented in the inverted rice crop
image using the proposed CFCM segmentation algorithm

the feature entity is used to represent a piece of data
entropy, which is crucial for resolving the computational
task affiliated a particular application. Features can con-
cern to the consequence of a general locality cognitive
operation as feature extractor or feature detector applied
to the image, specific structures in the image itself, rang-
ing from the structures such as points or boundaries to
the more composite structures such as objects. Feature
Extraction is used for extracting the important data from
the Entire data. It is a type of multidimensional simplifi-
cation that efficiently represents concerning components
of an image. This process is a machine learning technique
which is applied to derive the important components of
an image. The entire work sequence for the proposed
design is depicted in Algorithm 1.

Algorithm 1: Region classification using CCF filtering,
CFCM Segmentation and SVM Quad Programming

Input: Input image I,
Output: Classified region R

1. Resolution of I is identified and it is represented in
r-rows and c-columns.

2. Based on the image resolution, pixel window size
(m) is selected to perform the filter operation.

3. Input image is divided into number of windows
based on the window size and resolution of the
image.

4. For each window, arithmetic mean value is com-
puted by using Equation (1).

5. The Gaussian relationship is computed in the pixel
window with the estimation of variance, standard
deviation using Equations (2) and (3)

6. From the estimated mean and standard deviation,
the lower and upper bound threshold is computed
as the expected value from the impulse signal of the
image frequency.

7. Based on the count, the median value is selected
from the window using Equation (4).
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8. For odd count, exact median value is selected and for
even count two middle values are selected and their
average value is considered as the median value.

9. By selecting the window around the current pixel
point, the distorted pixel is replaced by the selected
median value of the corresponding Gaussian distri-
bution.

10. For each pixel point in the image, the clustering pro-
cess is applied based on the pixel values of denoised
image.

11. For each cluster

a. Compute Degree of Membership using (5) and

(6)

Compute Optimization Objective using (7)

Estimate kernel distance using (8)

Update Sigmoid value using (9)

Compute Covariance matrix of the current clus-

ter

f. Estimate the relationship between the pixel
point in current cluster using the (10)
g. Check Termination criteria by checking the
repeated optimum value
h. If termination criteria is satisfied
i. break
i. End
12. End
13. For each formed segments
a. Represent the pixel matrix D as (11)
b. Subdivide D into S as (12)
c. Form eigen matrix (13)
d. Convertinto quadratic equation using (14), (15)
& (16)
e. Identify the coeflicients using (17) & (18)
f. Solve the quadratic equation using (19) & (20)
g. Identify the required root using (21)

14. End

15. Compare the root with other segment and identify
the relationship

16. Differentiate the segments into normal and suspi-
cious segments using the identified relationship

o0 T

4.4 Quad Programming (SVM)

The process of classification is mainly applied to identify
the similarity between the actual outcome and expected
outcome. This stage is completed by using the Support
Vector Machine (SVM) which is based on the concept
of decision planes [28] that define decision boundaries.
The decision process is applied by validating the various
membership with the constraints created to match the
expected plane. SVM classifier is improved by combining
with the quad programming model [29] which identi-
fies the solution by solving the roots of the quadratic

equation. It is purely based on quadratic programming
optimization and the objective of the quadratic program-
ming has to solve the classification problem by means
of quadratic function which takes the decision based
on the feature as input variable. The input variables are
processed by the linear function based on the quadratic
constraints.

dll dlz cee dln
D= d21 dzz e d2n (11)
dml dmz cee dmn

The input matrix of the image pixel is indicated using
Equation (11). In order to apply the quadratic procedure,
the matrix D is divided into 2 “ 2 matrix as S represented
in Equation (12).

di di
S= 12
[dzl d22:| (12)

The eigen matrix is formed for S and the eigen solving
procedure is applied to the Es using Equations (13) and
(14).

_ldu =2 dis
Be= |: dx dy — )»:| (13)
(di1 =AM (dy — A) —dipda; =0 (14)

By rearranging the (14) based on order, the output
equation is obtained and indicated in Equations (15) and
(16)

A% —dih — dph —dipdyy =0 (15)
A — A(dny + dyy) — dipday =0 (16)
By matching the coefficients the roots are identified
by quadratic programming structure using Equations
(17)-(21).

ax®> +bx+c=0 (17)
a=1,b=—(dn +dxn), c=—dndy (18)
The equal roots values are classified as required region
from the image and the corresponding differentiation is

applied to categorize the normal region and the suspi-
cious region.

_ (du tdn)+ V(dn + di)? + 4d1adsy

r 5 (19)
(dn1 + dyy) — v/ (di1 + d22)? + 4d1adn

= 2 (20)

r = max(rl, r2) (21)
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objects in cluster 2

Figure 9: Suspicious region retrieved in apple scab image using
Quad programming SVM classifier

objects in cluster 3

Figure 10: Rice crop image with suspicious region retrieved
using Quad programming SVM classifier

The extraction and classification of the suspicious region
in both apple scab and rice crop images are displayed
in Figures 9 and 10. It estimates the portfolio optimiza-
tion variance based on the sum of the variances and
covariance of individual values and the linear constraints
which indicates the lower and upper boundary points.
The objective of the quadratic function is convex that
decides the problem to be easily solvable. It uses semi-
finite convex with the best objective function value. The
values generated by the quad function are either mini-
mum or maximum based on the interior values of the
function. This method consists of a collection of coordi-
nate searches and reproduces the subspace to maximize
the optimality and to minimize the execution steps.

That is, it produces the best solution with the minimum
number of iterations. It takes the factorization as simple
and direct solution to solve the problem by represent-
ing the potential vectors present in the image which are
extracted by the feature extraction. The best combination
of the extracted features is modelled to perform the detec-
tion process which outcomes the unconstrained mini-
mization that produces the n-dimensional vectors as the
classified output. After applying the Quad Programming-
based classification process, identified normal region in
apple scab and rice crop images is shown in Figures 11
and 12.

objects in cluster 5

Figure 11: Normal region classified in apple scab image using
SVM Quad programming algorithm

objects in cluster 4

Figure 12: Normal region classified in rice crop image using SVM
Quad programming algorithm

5. PERFORMANCE EVALUATION

Performance Evaluation is conducted to validate the
quality of the suggested plan. Matlab software is used
to evaluate this experiment by holding the apple leaf
and rice images as input to the scheme. The validating
parameters such as Mean Squared Error and Peak Signal
to-Noise Ratio both are applied to appraise the tone of the
organization. The Mean Squared Error (MSE) is the idea
of variance between the real value and predicted value.
This value describes the deviation error of the output cre-
ated by the system. Peak Signal to-Noise Ratio (PSNR)
provides the proportion between the image signal and
interference present in the picture. PSNR is almost effort-
lessly conditioned by the Mean Squared Error (MSE).

The CCF achieves the least Mean Square Error (MSE)
approximation value as of 4.71 and eminent Peak Sig-
nal to Noise Ratio (PSNR) value as 62.615 dB. Cogni-
tive Fuzzy C-Means achieves precision value as 95% and
specificity as 96% values. Figures 13 and 14 show the MSE
and PSNR results achieved by the filters, Mean, Median,
Gaussian, Wiener and Cross Central filter.

Figures 15-17 represent the performance evaluation of
MSE, Mean Absolute Error (MAE) and PSNR metrics for



10 S. SAMPATHKUMAR AND R. RAJESWARI: AUTOMATED CROP AND PLANT DISEASE IDENTIFICATION SCHEME USING C-MEANS ALGORITHM

M SE
12
10 - mMean
W8 = Median
= 4 = Gaussian
g ] = Wiener
u CCF

£ &L L& & &
ESE
Method

Figure 13: Performance evaluation of Mean, Median, Gaussian,
Wiener and proposed CCF Filtering algorithm in terms of MSE
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Figure 14: Performance evaluation in terms of PSNR for Mean,
Median, Gaussian, Wiener and proposed CCF Filtering approaches
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Figure 15: MSE performance evaluation for filtering approaches
by varying the noise density in the input image
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Figure 16: MAE performance evaluation of filtering approaches
for various noise density

various filtering scheme by increasing the noise density
from 10% to 90%.

Figure 18 provides the evaluation of Structural Similarity
Index (SSIM) for various filtering approaches. This eval-
uation is conducted by increasing the noise density in the
input image. Figures 19 and 20 illustrate the performance
evaluation of sensitivity and classification accuracy in
terms of precision for both existing FCM segmentation
and proposed CFCM segmentation algorithm.

PSNR
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Figure 17: PSNR comparison of Wiener, Gaussian, Mean, Median,
CCF filters for various noise density
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Figure 18: Structural Similarity Index evaluation of various filters
by increasing noise density
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Figure 19: Sensitivity evaluation of FCM and CFCM segmenta-
tion approaches for various input images
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Figure 20: Classification accuracy evaluation of FCM and CFCM
segmentation approaches for various input images in terms of
precision
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Figure 21: Average sensitivity evaluation of FCM and CFCM seg-
mentation approaches

Figures 21 and 22 show average results of sensitivity and
accuracy of the segmentation approaches.

Table 1 exhibits the performance evaluation of FCM and
CFCM for sensitivity, precision, and accuracy. It clearly
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Figure 22: Average precision evaluation of FCM and CFCM seg-
mentation approaches

Table 1: Comparative evaluation

Evaluation metric FCM CFCM
Sensitivity 66.45 74.54
Precision 83.22 87.27
Accuracy 78.59 83.47

outcomes the proposed model achieves the best results
compared to the existing design.

6. CONCLUSION

In this work, CAD system-based image analysis proce-
dure is used to identify the suspicious region in crops
and plants such as rice and apple tree. The image pro-
cessing stages such as noise removal and image segmen-
tation are used to identify the ROI in the crop image.
It will discover the major regions found in the image
which leads to ensure that the harvest is not touched
by whatever disease. The noise removal process is used
by using the CCF which combines the features of Gaus-
sian filter and Mean Filter operations. Cognitive Fuzzy
C-Means algorithm is applied to Image segmentation
process for the object segments. The process of classifi-
cation is evolved by using the Quad Programming-based
SVM classifier. In future, the 10-fold cross-validation
technique can be applied to validate the classification
process.
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Abstract

As the advancements in the field of artificial intelligence technologies continue to grow,
robots are being built by the researchers as an attempt to render services to the people. In
this regard, the robots can communicate effectively with the people and be able to complete
all the tasks adequately given to them. These service robots while being developed requires
the dialogue services to be developed to interact effectively with human beings providing
far better user experience. Thus, the robot been built can provide domain-specific knowl-
edge as well as able to provide consultations in various domains. We in this paper adopted
a service-oriented approach for developing context-aware communication services for the
cloud robot. The proposed work aims at training the context-aware model developed. The
context-aware model is responsible for answering the questions put forward by the users
and possess the ability to exploit the answers corresponding to the questions presented. An
integrated framework is used to combine the contextual information and communication
services. The performance of the proposed model can be evaluated based on Inverse Rank
Mean (IRM). Evolutionary testing methods are used for testing the data in the proposed
model. The results thus obtained shows the effectiveness of the proposed approach.
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1 Introduction

Issues concerning the service robots with their development and deployment is the proper
execution of tasks providing human—robot interaction in a natural way. For this, a system-
level architecture is constructed with which the cloud computing platform can be collabo-
rated with the robots and its design can be created effectively. The services mentioned are
mainly labouring services where the people can get assistance from the robots. The main
responsibility of the robots lies with the delivery of knowledge and the ability to commu-
nicate with the human beings in a more natural way. Hence, in this work, a framework for
representing the human—robot dialog is represented.

A service-oriented architecture has been proposed that helps in deploying the services
much more effectively. On the other hand, the resources such as robotic services and pro-
cessors for computation are provided with the help of cloud computing architecture [1, 2].
The onboarding computation process can no longer limits the operations of the robot and
as a result even more intelligent robots can be generated. The service-oriented architectures
on the other hand helps in generating prototypes for the robotic services. These architec-
tures been proposed helped in the development of robotic services [3, 4].

In order to provide knowledge-based services, human-robot interaction is very much
essential. A dialog system is developed that ensures human interaction based on natural
languages. Thus, the dialog system been developed acts as a vocal interface between the
user and the robot. There are also non-goal oriented dialogue systems such as the chat-
boxes that focus on performing open domain conversations. The proposed work mainly
focuses on services that are domain-specific and are goal-directed. Here, a knowledge base
is present that performs the dialogue services based on a question—answer means [5].

The question-answering system mainly aims at generating the relevant responses from
the communication at any given instance. There are two methods for obtaining the response
in general namely the selection-based method and the deep learning method. Among these
two methods, the selection-based method is the most widely used one. It is because, this
method is capable of producing more responses. The mapping between the questions and
answers in the human-robot language has been developed to an advanced stage with the
intervention of machine learning approaches and several other advanced technologies
[6-8].

Mapping between words and characters in a dialogue model of a particular sequence can
be mapped to other sequences by using a model called as sequence to sequence (seq2seq)
model [9, 10]. Particularly besides the dialogue data, contextual content plays a major role
in ascertaining the relevance of the result obtained from the question posed by the user.
This contextual factor is equipped to discover any dialogues and questions posed that can
affect the corresponding response form the robot [11, 12]. As an instance, environmental
conditions or the users’ responses and emotions. To enhance user experiences the service
system’s application services are enabled by combining contextual information into the
application to automatically change in response to the circumstances.

The significance of incorporating the context-aware data with the computational
approaches has been emphasized with the help of deep learning approaches. With the addi-
tion of external knowledge, the process of selecting the answers has been made more pre-
cise. As far as the relevant answers are in the information center the robot was trained to
find the precise answer for the question opposed to it. As for the unfamiliar questions and
content not available in the information center we have developed a reasoning procedure to
attend to it. In brief, this is designed to search for related questions from the information
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center. These questions are further sent for evaluation in order to come up with the precise
answer.

Predominantly, our work introduces an alternate approach where the contextual infor-
mation is embedded at the encoder level of seq2seq model to generate results and answers.
A series of experiments are conducted to evaluate this approach. Firstly, we have evaluated
the context-based service and imaging content by capturing image-based data. Second,
comes evaluation of performance of the training data. Here, we train the human-robot dia-
loguing model of questioning and answering. Then we have focused on testing the mecha-
nism of search the model employs to enhance its answer searching capacity. Finally, to
verify and validate the contextual awareness of the dialoguing service, a series of experi-
ments are conducted and the different methods are compared and studied. The final results
attest to the improvement and efficiency of this method.

2 Background and Related Work

System architecture plays a significant impact on resource sharing and training the dia-
loguing model. These are the most important concerns on creating contextual awareness in
Robot-Human communication services. The following section presents the related studies
on resource sharing and training of a model in brief.

As mentioned, choosing an appropriate software architecture is crucial in the develop-
ment of ROS. There are a number of work and related studies being proposed to come up
with an effective way of creating different service applications. RoboEarth [1] is the most
remarkable work and is also available in an open source cloud robotics platform [2]. With
RoboEarth, accessing information center and distributing complex computational tasks to
the cloud has become way easier. Further works on the platform have also enabled us to
deploy software architecture by incorporating robotic hardware to the cloud services. To
give an instance, in a software framework called DAvinCi parallelism and extensibility was
achieved by integrating the hardware and cloud services and it was also found to draw on
many advantages over the existing system [13]. A middleware called Rosbridge was devel-
oped to further perform advanced tasks like providing socket-based access to the robotic
system and algorithms by making use of Web Technologies [4]. A standard application
development framework [14] has also enabled effective communication between the mid-
dleware and the browser.

Along with Roboearth, that worked on the development of cloud ROS. One such work
was Koubaa [15] that made use of web services as a middleware. They developed a new
system called RoboWeb and proposed that they can be used as a service for end users by
organizing all the resources. Another work by Du et al. [16] developed a hypothesis to use
the architecture to manage functional modules in the Robot cloud. They proposed by doing
this one can achieve more structure and flexibility in the cloud at the same time make the
resources reusable and extensible to a certain extent. Furthermore, Bastos and Pereira pro-
posed the use of robotic system in a remote environment. By doing this, it was said that one
would be able to develop various applications in a remote environment. Examples of other
works are illustrated in detail in [18-20]

In contrast to other works, this project has exploited many advantages over other models
already developed. We have mainly focused on providing users with reusability and scala-
bility of resources by developing a robot and considering it as a service. By regarding robot
as a service and making it web-enabled we were able to allocate robot services developed
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by different organizations in the cloud. The expandability and shareability of the system is
ensured by using the robotic system as different operational nodes.

Another concern addicting to the cloud service framework is the design of ROS. Devel-
oping communication services for cloud-based ROS is by using human language to train
robots and use them as the primary interaction language. Communication systems uses the
classic approaches of NLP. There approaches were primarily based on handcrafted rules
and templates, e.g. [22] and [23]. But today, with the advancement in machine learning
and data science, utterances can be automatically generated as machine responses with a
data-driven approach [24, 25]. These issues can be alleviated by deep learning techniques
available today that focuses on representing data in a distributed approach. This method is
known to have achieved significant improvements. As these approaches can be adopted to
develop communication service, the relevant works have described in brief the following
paragraphs.

Generally, seq2seq network models are used in deep learning techniques in order to
generate results with a function with the most occurring result estimation. But today, the
sequence-to-sequence model is predominantly employed for conversation generation [6].
For the most part, it focuses on enhancing the contextual quality of the results obtained
by improving the encoding approach and the communication infrastructure. For instance,
Shang generated dialogue responses by using a RNN encoder-decoder [25]. Another
work by Serban et al. focused on using a new approach called Long-Short Time Mem-
ory [LTSM] infrastructure network. Similarly, Wen presented a work-based approach to
respond to the dialogues with more precision by generating relevant answers [26, 27].

Furthermore, adding to the works mentioned above to develop enhanced communica-
tion models, there are researches which hypotheses on regrading contextual information
in addition to the contextual information such as dialogues of humans (e.g. [11, 12, 28]).
There are many works and studies in recent years whose primary focus was to integrate
context information in the textual content for enhancing the machine responses with more
meaningful content. As an instance, In [17] showed that by using an entire dialogue his-
tory of a person the context-sensitive response generation concerns can be addressed more
effectively [11]. Serban et al. where he used the approach of capturing more meaningful
individual utterances by using a hierarchical model and then integrated them as discourses
[29] is another example. This model aimed at revealing all the hidden layers in the network
and in the contextual dialogue history with which it is trained. This was done by making
use of high level RNN in the context Cues. This approach was further extended by [21].
where attention mechanism was added to capture attention at every stage including words,
utterances, and annotations in the dialogue [30].

Today’s studies and relative works have focused more on contextual data and in adding
more emotion to the human-robot utterances. Yet, doing this has been crucial for many
today for various reasons. The main reason is the difficulty in obtaining high-quality emo-
tion in large scale corpus. This is because emotions are more difficult and harder to anno-
tate. In addition to this is the difficulty of balancing the intonation and expressions of the
dialogues grammatically as needed. This is argued in [12]. To avoid this in effect, many
researchers have tried to intensify the human-robot emotion. Zhou adopted one such ser-
vice which developed a model named as emotional chatting machine (ECM) [31]. Zhou
further presented that we can train the model for large scale conversation thereby to obtain
well annotated emotion.

To train the robot, human voice and expressions taken in real time were considered to
be an advanced characteristic. Zhang et al. captured the textual information post sequence
to enable the system to generate the response for every time of emotion by adopting a
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sequence-to-sequence learning framework [32]. This model comprised of two major com-
ponents to produce multiple emotional responses by using a response generator. The output
delivered were captured by an output selector to choose and select the relevant results by
predefining sets of policies related to the model. Sun et al. added an additional category to
encoder-decoder as an additional source and used LTSM neural network to achieve conver-
sational modelling [33].

Contrary to the relevant studies, this project aims to allow robot to act as a service
thereby to provide platform-specific knowledge service. To achieve that, we have created a
robot with contextual awareness as a communication service. This service also comes with
supplementary mechanisms for enhanced knowledge improvement. Particularly, we have
aimed at integrating image-based context awareness along with the emotions of human and
ecological workspace. We have focused on the use of deep learning techniques in the initial
encoder level. This mechanism is briefly explained in the following sections.

3 Context-Aware Communication Services Development
for the Robotic System

3.1 Developing the System Framework

The communication services for the human—robot is developed based on the service-ori-
ented framework defined previously. The service-oriented framework defined already pro-
vides the required interactive services and network resources. It is to be noted that the net-
work resources are sharable. The computing process is further divided into two parts—for
those processes that require immediate response, the onboard processors are mounted on
the robot. In the second part, the computing services are performed with the help of the
computing nodes that are responsible for preparing operations such as deep learning. As
the service repository is situated in the cloud, it is easy for the developers to submit their
robotic services that are reusable for sharing. These varying services can be effectively
delivered with the help of the framework based on the robotic system. This system frame-
work for the robotic system is shown in Fig. 1.

Here the service request is sent by the robot to the master node. The responsibility of
the master node is to organize the robotic system network. The request is then transferred
from the master node to the task manager. The task manager is responsible for planning
and evoking the services respectively. Based on the predefined task characteristics, the ser-
vices from the service repository can be retrieved to configure the composite services until
suitable services are found. The framework consists of varying computing nodes that help
in identifying the required cloud-based services. Consider an example: imaging services,
which involves the set of services for collecting the required images. Here the cloud node
defined assists in the capturing of images which is then sent to the topic of the master node.
From this master node, it is possible for other nodes that deal with the images to retrieve
the required data. The context-aware model for the human-robot interaction is clearly
shown in the following Fig. 1.

This makes it possible to deploy the robotic functions in the virtual machine nodes.
Through the robotic system framework, the services are combined to form a new robotic
function. In the following sections of the paper, we have discussed the interactive services,
context-aware communication services that are integrated into the cloud robots. As a result,
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Fig. 1 Context-aware model for human—robot communication services

the robots are indulged with the role-playing of knowledgeable consultants to the target
audience.

3.2 Operations Involved in Communication Service

The communication services have been developed to provide enough knowledge about the
specific domains such that the user can get the answer to his/her questions with regards to
the local circumstances. In other words, with communication services, a communication
can be established between the questions posed by human beings and the corresponding
responses from the robots. The current trend of robotics technology is the automatic speech
recognition and synthesizing text to speech and the devices responsible for performing
such functions are considered as the robotic equipment. With these toolkits, the required
services and the functions can be performed effectively. A training module has been pro-
posed where the communication models can be obtained from the deep learning method
along with the datasets. These datasets contain domain-specific knowledge with which the
model can be trained based on the question—answer pairs. These question—answer pairs are
in other words termed as the indexed knowledge.

Here, we consider two models for training which then maps the question and answer
pairs and to obtain the responses respectively. The first model is trained as a question
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answering model that maps the questions from human beings to the corresponding answers
from the robots. Here the text sentences termed as the content along with the images
termed as the context are combined for a 3-tupe data record. The content and the context
pair is then combined together to form a pair. This pair is then used for training the model
further. The second model on the other hand is considered as an additional mechanism that
is used to obtain a suitable response which the first model fails to retrieve. Based on this,
checkpoints were included which is represented by grey circles as shown in Fig. 2. These
checkpoints were used to indicate the correctness of the answer provided. The correctness
of the answers indicates the results required. These results are then used for evaluating the
second model. Before adopting the second model, an external knowledge base is requested
by the system to obtain the response. This external knowledge base in turn is used to train
the neural model in a data-driven manner. This shows that the datasets should be of better
quality as well as the quantity such that they have a critical impact over the trained models.
This in turn indicates the ability of the model to respond to the questions posed by human
beings.

To improve the ability of the robots in providing consultation, an external knowledge
base such as DBpedia is attached to the system that helps in handling the cases where the
trained model finds it difficult to provide a satisfactory response to the questions posed. But
still, if the solution is not found, then the system attempts with a different strategy. Mean-
while, the system makes use of the second model to match the questions from the knowl-
edge repository and based on which the answers are obtained for evaluation. The second
model is further used to find an alternative question which in turn acts as the alternative for
the previous question posted by the user. This question is then sent to the first model which
is already trained to obtain its answer. This process of designing the question and identify-
ing the answer requires a neural model to be trained with the help of the learning method.
This procedure is used for a question to question mapping instead of the question to answer
mapping as done by the first training model.
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The following pseudocode indicates how the functions are invoked and operated. Upon
activating the service, the contextual information is obtained based on the topic subscribed.
This information in turn is required for performing the corresponding task. The informa-
tion that is obtained is then is subjected to data pre-processing. The result thus obtained
is then sent to the trained model to generate the corresponding answer. One of the unique
features of the robotic system is the data flow based on the topics chosen. This feature of
the robotic system enables reusing services with varying robots.

Procedure for the computing node

L oop till the computing node shuts down
Input
Test information
Identify the task type
Do
Choose the data from the human data pool or the environment data pool
If data pool not empty then
Fetch the required message to the robotic system
Convert the image into both text and image format
Data pre-processing is done
Generate the response based on the conversation model
Store the results obtained
Convert the results into a robotic system message
Communicate the message thus generated to the voice synthesis node

End loop

3.3 Processing and Embedding of Sentences

The communication services have been proposed can interact with human beings with the
help of natural languages. Here, the main focus of the operation is to identify the response
to the questions posed. The instances are used in establishing conversations where the
instances are considered as the question—answer pair obtained from the knowledge base.
The method of selecting the answer is done with the help of deep learning neural model.
To use this model to train the communication model, a question—answer dataset is required.
The text sentences can be further tokenized with the help of the Stanford tokenizer. The
word embedding method selected is the Glove (Global Vectors for Word Representation).
This method maps the words to their corresponding vectors. The performance is enhanced
with the help of a package called “genism” that makes use of the pre-trained model. This
pre-trained model consists of vocabularies from the text processed previously which is then
converted into vectors. This helps in obtaining the vector representation for our data that
has been trained. This vector in turn is used as the input for the training algorithm for the
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application model proposed. The mapping method encodes the words that are present in
the system to form a vector representation based on the numerical identifiers. The embed-
ding algorithm not only performs mapping but also identifies the semantic relationship
between the words. This enables human beings and robots to communicate with each other.

3.4 Deep Learning Model for Context: Aware Communication System

The sentences corresponding to the user inquiries are generated based on the contextual
information obtained and communication service. The contextual information chosen in
this approach is the user information. The model thus proposed can also be applied to other
contexts such as the environmental situations and the like.

3.4.1 Model

The sentences corresponding to the user inquiries are generated based on the contextual
information obtained and communication service. The contextual information chosen in
this approach is the user information. The model thus proposed can also be applied to other
contexts such as the environmental situations and the like.

3.4.2 Training

In order to train the deep learning model mentioned above, it is required to organize a train-
ing data set. Thus, in a given dataset, there exists a positive answer Y+ corresponding to
the question X and the associated context C. This positive answer is highly likely to be the
correct of all the available answers. The word embedding feature defined above, encodes
the question into a vector form which then flows through the hierarchical memory network
(HMN) and the neural network (NN) layer. This output thus obtained is then merged with
the context network features.

The HMN function is used to calculate the output vector O and the hidden vector H as
follows

O = EMBED{i, ...i,,w} (1)

H = HMN(O, W) @)
The feature vector F corresponding to the given image is described as follows
F = conv(l,L) 3)

where [ is the input data, L represents the filters applied in calculating the feature vector.

4 Performance Evaluation and Results

To evaluate the performance of the proposed context-aware model, initially a cloud-based
platform is constructed. This platform is then used for evaluating the robotic services. Once
the framework for evaluating the robotic services are constructed, the question—answer
model is then trained based on the dataset chosen. The dataset chosen consists of ques-
tion—answer pairs. The ability to search the answer is increased with further experiments.
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4.1 Deploying the Cloud Framework for the Robotic System

A robotic system framework based on cloud is used for evaluating the performance of
the proposed model. Here, the robot used is the Turtlebot which contains a webcam and
a microphone. Upon capturing the target images, it is detected and recognized based on
the vision-based services. The results obtained were used for the future work of this paper.
The performance of the vision service is evaluated based on the series of experiments
that make use of the face dataset available online. To recognize the best of the front-face
images, trained classifiers are used. The angle with which the face is viewed, if it is within
10 degrees, it shows that the face is recognized successfully. The public image dataset con-
sisting of various emotions are used to train the context-aware communication model. The
following Table 1 shows the performance evaluation of the various context emotions.

4.2 Performance Metrics

Three criteria were mainly employed in evaluating the method used for experimenting the
human-robot communication services. The criteria are as follows

1. the loss previously defined
2. the predictive result should be same as that of the expected result. It is represented as
top precision. It is calculated as follows

top precision = (matches that are correct)/n

The model performance is evaluated based on the inverse rank mean (IRM). Perfor-
mance comparison between TOP and IRM is shown in Fig. 2. It represents the inverse
value of the first correct answer’s rank. Inverse rank mean is given by

n

IRM =1/n)’

i=1

1
rank;

“4)

4.3 Evaluating the Performance of the Training Model

This part describes the first phase of the experiment. For experimental purposes, a data-
set without contextual information is selected. The selected dataset roughly consists of
13,000 questions and 20,000 corresponding answers. Out of this the number of ques-
tions and the number of answers adopted for testing is roughly around 2000 and 3500
respectively. these questions and answers that were selected were pre-processed. In this

Table 1 Performance evaluation

. . Context (emotions)
of various context emotions

Emotionno 0 1 2 3 4 5 6
Results

Top 056 063 068 056 059 060 0.61
IRM 081 079 078 075 070 0.74 072

@ Springer
Content courtesy of Springer Nature, terms of use apply. Rights reserved.



An Optimal Approach to Enhance Context Aware Description... 3353

procedure, the unwanted data is removed. Next comes the learning phase. The posi-
tive and negative answers formed for the given question helps in obtaining the training
instance. In the dataset obtained, the positive answers corresponding to the question X
is considered as the correct answer and the remaining answers are considered as the
wrong answer. The wrong answers can be identified easily with the help of the training
model. These incorrect answers are represented as Y.

The dataset chosen for the experiment is divided into two-parts. One part (60%) con-
tributes to the training and the other part (40%) contributes to the testing. Both the cor-
rect and incorrect answers are combined to form the training data. These changes that
occur while training the model is shown in Fig. 3.

4.4 Additional Strategy Evaluation

To perform the evaluation process, a dataset containing questions and similar answers
are chosen. The dataset roughly consists of about 1,50,000 questions. It is also found
from the dataset that each question has a similar question which is the contrast. Here
the associate model is used to retain the model efficiently. Two sets were chosen for the
experiment:

e In the first set, vocally similar and semantically different questions were included.
¢ In the second set, randomly sampled questions were used.

Here, the results obtained from the second set is higher than that of the first. The accu-
racy of the training model is shown in the following Fig. 4.
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4.5 Evaluating the Training of Context-Aware Communication Services

There are not many datasets that capture the emotion of the user while speaking. Hence, as
an alternative, facial dataset is chosen instead of a text dataset. To build a training instance,
both positive and negative answers are required, based on which the computational time
is reduced. Here, the Kaggle dataset is chosen to represent the change in emotions in the
dialogues. 4100 images were chosen for sampling, out of which 3100 samples were used
for training and the rest for testing. The images once sampled were attached to the ques-
tion—answer pair randomly in the communication dataset. The HMN model is used for
training the dataset. If the content part as well as the context part were found to be correct,
it marks successful prediction. Experimental trials were performed to ensure that predic-
tion is achieved successfully. When the testing loss (validation loss) is reduced, the training
loss is also reduced gradually to the point of zero. Table 2 shows the performance of Top
and IRM with the environmental contexts.

Table 2 Performance of top and
IRM with the environmental
contexts Environment No 0 1 2 3 4 5 6 7

Environmental context

Best result
Top 0.75 0.76 0.72 0.76 0.76 0.73 0.75 0.71
IRM 0.78 0.79 0.82 0.83 0.85 0.89 0.84 0.82
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Once the inferred models were tested after training, it is found from the results obtained
that the top precision can be improved. It also shows that the performed can as well be
improved. It is because whenever the overfitting problem arises, the performance decreases.
Figure 5 shows the performance of the TOP and IRM with the environmental contexts.

The following experiments helps in evaluating the performance further. Two situations
are considered where the incorrect image category is included in the training dataset to
identify the dependence of the training model on the contextual information. The second
situation is to show the dependence of the training model on the conversational content.

The system is then tested with the testing data using any one of the traditional testing
techniques to ensure that the system works without any flaws. Here, the context-aware sys-
tem is tested without imposing any constraints. For this, it is essential to differentiate the
test input and the test environment to enable better testing. It is also to be noted that when
the test case is being executed, the context is bound to change.

5 Conclusion

It is found from the obtained results clearly states that, the successful human-robot com-
munication depends on the effective context-aware communication services. Here the acts
as the consultant in retrieving the knowledge or the information thereby providing the
user with the domain-specific information. A cloud-based framework has been adopted
to deploy the services successfully. Hence the computational tasks that are considered as
time-consuming are allocated to the cloud computing nodes and the services thus created
are stored in the repository of the robotic system. A deep learning method has been used to
obtain the responses to the questions posed using training the neural model. The model is
trained in such a way that the context information and the content information are coupled
together. The speech-to-text system helps in collecting the information whereas the images
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Figure 5 Performance of Top and IRM with the environmental contexts
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captured via the vision system of the robot helps in deriving the contextual information. A
series of experiments have been conducted to evaluate the proposed approach. Upon ana-
lysing the information, it shows that the proposed context-aware model performs far better
when compared to the other existing models. The experiments were done under various
restrictions due to the presence of annotated datasets that simultaneously contains both the
information.

Future work involves developing methods to overcome this challenge using a knowledge
transfer method. With this approach, the datasets can be enriched automatically and the
knowledge can be shared among multiple domains. Our future work also involves develop-
ing an even more effective context-aware model to increase the performance of the robots.

Compliance with Ethical Standards

Conflict of interest The authors have declared to have no conflict of interest.

Human and Animal Rights This research includes no studies involving animals or humans controlled by the
authors.

References

1. Waibel, M., et al. (2011). RoboEarth: A world wide web for robots. IEEE Robotics and Automation
Magazine, 18(2), 69-82.

2. Mohanarajah, G., Hunziker, D., D’Andrea, R., & Waibel, M. (2015). Rapyuta: A cloud robotics plat-
form. IEEE Transactions on Automation Science and Engineering, 12(2), 481-493.

3. Remy, S. L., & Blake, M. B. (2010). Distributed service-oriented robotics. /[EEE Internet Computing,
15(2), 70-74.

4. Osentoski, S., Jay, G., Crick, C., Pitzer, B., DuHadway, C., & Jenkins, O. C. (2011). Robots as web
services: Reproducible experimentation and application development using rosjs. In Proceedings IEEE
international conference on robotics and automation (pp. 6078—6083).

5. Huang, J.-Y., Lee, W.-P., Yang, T.-H., & Ko, C.-S. (2017). Resource sharing for cloud robots: Ser-

vice reuse and collective map building. In Proceedings of the 18th IEEE international conference on

advanced robotics (pp. 303-309).

Vinyals, O., & Le, Q. A neural conversational model. arXiv preprint arXiv:1506.05869.2015.

7. Feng, M., Xiang, B., Glass, M. R., Wang, L., & Zhou, B. (2015). Applying deep learning to answer
selection: A study and an open task. In 2015 IEEE workshop on automatic speech recognition and
understanding (ASRU) (pp. 813-820). IEEE.

8. Hu, B, Lu, Z., Li, H., & Chen, Q. (2014). Convolutional neural network architectures for match-
ing natural language sentences. In Proceedings advance neural information processing system (pp.
2042-2050).

9. Chen, H., Liu, X., Yin, D., & Tang, J. (2017). A survey on dialogue systems: Recent advances and new
frontiers. ACM SIGKDD Explorations Newsletter, 19(2), 25-35.

10. Gao, J., Galley, M., & Li, L. (2018). Neural approaches to conversational Al. In Proceedings of the
41st international ACM SIGIR conference on research & development in information retrieval (pp.
1371-1374).

11. Sordoni A., et al. (2015). A neural network approach to context-sensitive generation of conversational
responses. In Proceedings of the conference on North American chapter of the association for compu-
tational linguistics: human language technologies (pp. 196-205).

12.  Ghosh, S., Vinyals, O., Strope, B., Roy, S., Dean, T., & Heck, L. (2016). Contextual LSTM (CLSTM)
models for large scale NLP tasks. arXiv preprint arXiv:1602.06291.

13. Arumugam, R., Enti, V. R., Bingbing, L., Xiaojun, W., Baskaran, K., Kong, F. F., et al. (2010).
DAvinCi: A cloud computing framework for service robots. In 2010 IEEE international conference on
robotics and automation (pp. 3084-3089). IEEE.

o

@ Springer
Content courtesy of Springer Nature, terms of use apply. Rights reserved.



An Optimal Approach to Enhance Context Aware Description... 3357

14.

15.

16.

17.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

Crick, C., Jay, G., Osentoski, S., & Jenkins, O. C. (2012). ROS and rosbridge: Roboticists out of
the loop. In Proceedings of the 7th ACM/IEEE International Conference on Human-Robot Interac-
tion (pp. 493-494).

Koubaa, A. (2014). A service-oriented architecture for virtualizing robots in robot-as-a-service
clouds. In Proceedings international conference on architecture of computer system (pp. 196-208).
Du, Z., He, L., Chen, Y., Xiao, Y., Gao, P., & Wang, T. (2017). Robot cloud: Bridging the power of
robotics and cloud computing. Future Generation Computer Systems, 74, 337-348.

Pereira, A. B. M., & Bastos, G. S. (2017). ROSRemote, using ROS on cloud to access robots
remotely. In Proceedings of the 18th IEEE international conference advance robotics (pp.
284-289).

Kehoe, B., Patil, S., Abbeel, P., & Goldberg, K. (2015). A survey of research on cloud robotics and
automation. /IEEE Transactions on Automation Science and Engineering, 12(2), 398-409.

Saha, O., & Dasgupta, P. (2018). A comprehensive survey of recent trends in cloud robotics archi-
tectures and applications. Robotics, 7(3), 47.

Wan, J., Tang, S., Yan, H., Li, D., Wang, S., & Vasilakos, A. (2016). Cloud robotics: Current status
and open issues. I[EEE Access, 4, 2797-2807.

Yang, T.-H., & Lee, W.-P. (2016). Intelligent service reconfiguration for home robots. In Proceed-
ings of the advance reconfigurable mechanics robots 1I (pp. 735-745). Cham: Springer.

Perera, V., et al. (2015). Learning task knowledge from dialog and web access. Robotics, 4(2),
223-252.

Thomason, J., Zhang, S., Mooney, R., & Stone, P. (2015). Learning to interpret natural language
commands through human-robot dialog. In Proceedings of the 24th international conference on
artificial intelligence (pp. 1923-1929).

Kowsigan, M., & Balasubramanie, P. (2019). An efficient performance evaluation model for the
resource clusters in cloud environment using continuous time Markov chain and Poisson process.
Cluster Computing, 22(5), 12411-12419.

Shang, L., Lu, Z., & Li, H. (2015). Neural responding machine for short-text conversation. In Pro-
ceedings of the 53rd annual meeting of the association for computational linguistic (Vol. 1, pp.
1577-1586).

Serban, I. V., Sordoni, A., Bengio, Y., Courville, A., & Pineau, J. (2015). Hierarchical neural net-
work generative models for movie dialogues. arXiv preprint arXiv:1507.04808, 7(8), 434—441.
Wen, T.-H., Gasi¢, M., Mrksié¢, N., Su, P.-H., Vandyke, D., & Young, S. (2015). Semantically con-
ditioned LSTM-based natural language generation for Spoken dialogue systems. In Proceedings
conference on empirical methods in natural language processing (pp. 1711-1721).

Zhou, H., Huang, M., & Zhu, X. (2016). Context-aware natural language generation for spoken
dialogue systems. In Proceedings of the 26th international conference on computations linguistics,
technical papers (pp. 2032-2041).

Serban, I. V., Sordoni, A., Bengio, Y., Courville, A., & Pineau, J. (2016). Building end-to-end dia-
logue systems using generative hierarchical neural network models. In Proceedings of the AAAI
(pp. 3776-3784).

Xing, C., Wu, Y., Wu, W., Huang, Y., & Zhou, M. (2018). Hierarchical recurrent attention network
for response generation. In Proceedings of the AAAI Conference on Artificial Intelligence (pp.
5610-5617).

Zhou, H., Huang, M., Zhang, T., Zhu, X., & Liu, B. (2018). Emotional chatting machine: Emo-
tional conversation generation with internal and external memory. In Proceedings of the 32th AAAI
conference on artificial intelligence (pp. 730-738).

Sarkar, T., Salauddin, M., KumarHazra, S., & Chakraborty, R. (2020). A novel data science appli-
cation approach for classification of nutritional composition, instrumental colour, texture and sen-
sory analysis of bael fruit (Aegle marmelos (L) correa). International Journal of Intelligent Net-
works, 1, 59—-66.

Zhang, R., Wang, Z., & Mai, D. (2018). Building emotional conversation systems using multi-task
Seq2Seq learning. In Proceedings of the natural CCF conference on natural languages processing
and Chinese computing (pp. 612-621).

Kalpana Devi, M., & Umamaheswari, K. (2020). Modified Artificial Bee Colony with firefly algo-
rithm based spectrum handoff in cognitive radio network. International Journal of Intelligent Net-
works, 1, 67-75.

Mohan, K., & Palanisamy, B. (2019). A novel resource clustering model to develop an efficient
wireless personal cloud environment. Turkish Journal of Electrical Engineering and Computer Sci-
ences, 27(3), 2156-2169.

@ Springer

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



3358 R. Subha et al.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Dr.R. Subha had obtained B.E in Computer Science and Engineering
from Periyar university in 2002 and M.E. in Software Engineering
from Anna University, Chennai in 2006. Also, she had received her
Ph.D. from Anna University, Chennai in 2014. She has more than 15
years of experience in teaching and currently she is working as Profes-
sor and Head in the Department of Computer Science and Engineering
at Sri Eshwar College of Engineering, Coimbatore. Her research inter-
ests include Software Engineering, Theory of Computation and Data
Mining.

Dr. Anandakumar Haldorai Professor (Associate) and Research Head
in Department of Computer Science and Engineering, Sri Eshwar Col-
lege of Engineering, Coimbatore, Tamil Nadu, India. He has received
his Master’s in Software Engineering from PSG College of Technol-
ogy, Coimbatore and PhD in Information and Communication Engi-
neering from PSG College of Technology under, Anna University,
Chennai. His research areas include Big Data, Cognitive Radio Net-
works, Mobile Communications and Networking Protocols. He has
authored more than 114 research papers in reputed International Jour-
nals and IEEE conferences. He has authored 11 books and many book
chapters with reputed publishers such as Springer and IGI. He is an
Editor in Chief of Keai- Elsevier IJIN. He served as a reviewer for
IEEE, IET, Springer, Inderscience and Elsevier journals. He is also the
guest editor of many journals with Elsevier, Springer, Inderscience,
etc. He has been the General Chair, Session Chair, and Panellist in sev-
eral conferences. He is senior member of IEEE, IET, ACM and Fellow
member of EAI research group.

Dr. Arulmurugan Ramu is a Professor, Presidency University, Banga-
lore, India. His research focuses on the automatic interpretation of
images and related problems in machine learning and optimization.
His main research interest is in vision, particularly high-level visual
recognition. He has authored more than 35 papers in major computer
vision and machine learning conferences and journals. He is the recipi-
ent of Ph.D. degrees in Information and Communication Engineering
from the Anna University at Chennai, M.Tech in Information Technol-
ogy Anna University of Technology and B.Tech degree in Information
Technology. He is guided many Ph.D. research scholar under the area
of Image Processing using Machine Learning. He is an Associate Edi-
tor of Inderscience IJISC journal. He is awarded as Best Young Fac-
ulty Award 2018 and nominated for Best Young Researcher Award
(Male) by International Academic and Research Excellence Awards
(IARE-2019).

i

@ Springer
Content courtesy of Springer Nature, terms of use apply. Rights reserved.



Terms and Conditions

Springer Nature journal content, brought to you courtesy of Springer Nature Customer Service Center
GmbH (“ Springer Nature”).

Springer Nature supports a reasonable amount of sharing of research papers by authors, subscribers
and authorised users (“Users”), for small-scale personal, non-commercial use provided that all
copyright, trade and service marks and other proprietary notices are maintained. By accessing,
sharing, receiving or otherwise using the Springer Nature journal content you agree to these terms of
use (“Terms"). For these purposes, Springer Nature considers academic use (by researchers and
students) to be non-commercial.

These Terms are supplementary and will apply in addition to any applicable website terms and
conditions, a relevant site licence or a personal subscription. These Terms will prevail over any
conflict or ambiguity with regards to the relevant terms, a site licence or a personal subscription (to
the extent of the conflict or ambiguity only). For Creative Commons-licensed articles, the terms of
the Creative Commons license used will apply.

We collect and use personal data to provide access to the Springer Nature journal content. We may
also use these personal data internally within ResearchGate and Springer Nature and as agreed share
it, in an anonymised way, for purposes of tracking, analysis and reporting. We will not otherwise
disclose your personal data outside the ResearchGate or the Springer Nature group of companies
unless we have your permission as detailed in the Privacy Policy.

While Users may use the Springer Nature journal content for small scale, personal non-commercial
use, it isimportant to note that Users may not:

1. use such content for the purpose of providing other users with access on aregular or large scale
basis or as ameans to circumvent access control;

2. use such content where to do so would be considered a criminal or statutory offencein any
jurisdiction, or givesriseto civil liability, or is otherwise unlawful;

3. falsely or misleadingly imply or suggest endorsement, approval , sponsorship, or association
unless explicitly agreed to by Springer Nature in writing;

4. use bots or other automated methods to access the content or redirect messages

5. override any security feature or exclusionary protocol; or

6. share the content in order to create substitute for Springer Nature products or services or a
systematic database of Springer Nature journal content.

In line with the restriction against commercial use, Springer Nature does not permit the creation of a
product or service that creates revenue, royalties, rent or income from our content or itsinclusion as
part of a paid for service or for other commercial gain. Springer Nature journal content cannot be
used for inter-library loans and librarians may not upload Springer Nature journal content on alarge
scale into their, or any other, institutional repository.

These terms of use are reviewed regularly and may be amended at any time. Springer Nature is not
obligated to publish any information or content on this website and may remove it or features or
functionality at our sole discretion, at any time with or without notice. Springer Nature may revoke
this licence to you at any time and remove access to any copies of the Springer Nature journal content
which have been saved.

To the fullest extent permitted by law, Springer Nature makes no warranties, representations or
guarantees to Users, either express or implied with respect to the Springer nature journal content and
all parties disclaim and waive any implied warranties or warranties imposed by law, including
merchantability or fitness for any particular purpose.

Please note that these rights do not automatically extend to content, data or other materia published
by Springer Nature that may be licensed from third parties.

If you would like to use or distribute our Springer Nature journal content to a wider audience or on a
regular basis or in any other manner not expressly permitted by these Terms, please contact Springer
Nature at

onlineservice@springernature.com



mailto:onlineservice@springernature.com

Wireless Personal Communications (2021) 117:2641-2643
https://doi.org/10.1007/s11277-021-08250-4

EDITORIAL

®

Check for
updates

Big Cloud Innovation for Sustainable Wireless Management

Chan-Yun Yang' - Muhammad Sharif? - Sri Devi Ravana3 - Anandakumar Haldorai*

Published online: 19 February 2021
©The Author(s), under exclusive licence to Springer Science+Business Media, LLC part of Springer Nature 2021

Big data and Cloud Computing paradigm poses new challenges to the communication tech-
nology as numerous heterogeneous objects will need to be connected and supports a wide
variety of applications. With the recent growth of Big Cloud computing based applica-
tions the usage of big data services is increasing exponentially. Big Cloud is a promising
technology that enables intelligent data collection and processing on various sustainable
cloud applications. The next generations of big cloud emerging application domains are
approaching existing principles and technologies to their limits. Opportunely, Cloud devel-
opment community is responding to these challenges with new theories and technologies
capable of handling increasing dynamism, context-awareness and large-scale adaptation
and evolution of software, development and environments.

The wireless network communication for the big data and cloud system would enable
maximum utilization of resources, causing an enhancement in the wireless communica-
tion system efficiency, by sharing the infrastructure among multiple applications or service
provisioning. Cloud and bigdata access can leverage on the sustainable wireless network
offerings and gain complete solution over the network to strengthen wireless communica-
tion services. Big cloud techniques help in establishing flexible framework over the infra-
structure, thereby assisting in optimizing the operations in a more fruitful manner.

The digital revolution led by the big cloud wireless management is already reshaping
several traditional business sectors. In this issue, we discuss how data science for sustaina-
ble cloud applications, cloud platform for privacy preserving data science, social data rela-
tionship ranking on data grid, data grid applications for cognitive communication, machine
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learning and big data in cloud development, next generation wireless communication and
smart city initiative and cloud services/infrastructures can alleviate some real environmen-
tal problems. This issue focuses high quality research papers that address significant and
new big cloud and related system development issues in the emerging sustainable applica-
tion domains.
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This proposed Rigorous Investigation of Stator Current (RISC) Envelope, provides a better way in pre-
determining the healthy condition of an induction motor under the effect of stator faults. The stator faults
analysed here are open circuit and short circuit faults. Stator current is captured and investigated to
understand the condition of the motor. Rigorous analysis of the stator current is done using Hilbert
Spectrum Analysis (HSA) method to understand the responses of induction motor under the influence
of the stator faults. The performance of induction motor under faults are analysed, to predict the satisfac-
tory operation of motor. Simulation is carried out in MATLAB platform. The investigated performance
analysis of the induction motor exhibits the effective process of monitoring the healthiness of the induc-
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tion motor.
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1. Introduction

Induction motors have recognized its prime locations in almost
all of the industry sectors. Induction motors are singly excited AC
machine and can even operate using inverter fed DC supply. These
motor are interconnected with many mechanical and rotating
members in an industry which is to be operated continuously dur-
ing the entire day or process. Though induction motors have many
benefits over other families of the motor, they are also vulnerable
to possible electrical and mechanical faults [1,2]. Faults in an
Induction motor will setback the production in any industry. Hence
it is obligatory and vital to monitor and to identify the healthiness
of the motor. Consistent monitoring of induction motors will help
to detect possible failures at the initial stage itself [3]. Induction
motors may fail in its stationary part-stator, rotating part-rotor
and in its mechanical orientation-bearings. Stator faults constitute
of 38%, rotor fault 10% and mechanical alignment fault approaching
almost 40% [4].

Many researchers have conceded out various techniques to
classify the nature of fault based on stator current. Multiple refer-
ence frames theory are used for the diagnosis of stator faults in

* Corresponding author.
E-mail address: rajanbabu.w@sece.ac.in (W. Rajan Babu).

https://doi.org/10.1016/j.matpr.2020.11.054
2214-7853/© 2020 Elsevier Ltd. All rights reserved.

three-phase induction motors [5]. Online detection of stator wind-
ing short-circuit and inter turn faults are analyzed and discussed
on stator fault analysis of three-phase induction motors using
information measures and artificial neural networks[6,7]. Hil-
bert-Huang Transformation (HHT) derived from the neural net-
works and its application in vibration signal study of a
deployable structure [8].

The symptoms for the induction motor faults are as follows:
increased torque pulsations, unbalanced air-gap voltages and line
currents, increased losses and reduction in efficiency, reduced
average torque, increased losses and decrease in efficiency and
excessive heating [9]. Most of the failures occurring in an induction
motors are indicated in the stator current envelope. Hence possible
stator failures are considered and analyzed here, by monitoring the
stator current envelope. Rigorous Investigation of Stator Current
Envelope technique fulfils the monitoring process of the motor.

2. Stator current fault analysis

(a) For Stator Fault Detection:

Overall, uneven distribution of the air-gap flux waveform
around the stator cross section is caused by stator faults, which for-
mulates the stator currents to be modulated by rotor slot fre-
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quency and the feature frequencies in current signals can be found
at characteristic frequencies [10].

fsf=fs [1 £ mN_b [(1-s)/p]] (1)

The equation can be expressed in terms of rotor frequency for
convenience of field engineers by Barendse & Pillay (2007).

fsf=fs 1 £ mN_b fr (2)Where fr rotor speed, fs supply frequency,
Nb number of rotor bars, s the motor slip, m=1, 2, 3... is the har-
monics orders and p is number of pole-pairs.

(b) Analysis of Turn-To-Turn failure in stator:

The turn-to-turn stator failure is identified by symmetrical
three phase windings with the failure phase subjective to the cor-
responding impedance variation Az(Az = AR + jAx). Deviation in
impedance depends on the faults such as a number of turns and
open or short circuit. The diagnosis of the turn-to-turn stator fail-
ure is similar to the broken bar fault. The computation of Azas fol-

lows [11]:
The pre-fault condition the stator resistance is:
2Nl
Ri=ry—1— 3
! " NuAaay ®
The linkage inductance of stator is:
X'a=Xsa+Xa+Xeu (4)

Assuming N turns are shorted, substituting N;A=N; — N for N;
in the above two formula, it obtains the stator parameter after
fault, and thenAz. In the case of open turn fault assuming N turns

are opened, thenN;A<N; + N. European standard is specified for
the level of voltage balance present in the system, an unbalanced
system can be mathematically broken down into three balanced
systems from the theory of Symmetrical components as positive
sequence, negative and zero sequence systems [12].

(c) Analysis of stator current using Hilbert Spectral Analysis
(HSA)

The stator current of the symmetrical Induction Motor results in
an ideal sine wave if the power supply to the motor is an ideal
three phase ac supply. The phase and line current of one phase of
such a motor is given by;

Va(t) = Vi Cos (w1t) (5)

ia (t) = Iy Cos (wt-¢) (6)

in which V,, and I, are the maximum value or amplitude of the
voltage and current respectively, and ¢ is the power factor angle of
the induction motor. The associated flux linkages due to the inter-
action between the two windings present in the stator and rotor
are expressed as:

In Stator;

The final representation of the signal as the sum and a residue is
given as;

Materials Today: Proceedings xxx (XxXx) XXX

After application of the Hilbert transform Cj(t) to equation,
then,

HGO) =1 [

—0o

G

t—1

d(7) (8)

The complex signal which is formed after the transform by
applying Hilbert transform is:

Zj(t) = G(t) + iH[G(1)] 9)
Zj(t) Expressed in complex exponential form as:
Zj(t) = aj(t)e™® (10
Where the envelope of the amplitude is:
Zj(t) = \/Gi(t) + HIGi(6))” (1)
The phase angle is given as:
: H [Cj(t)}}
0)(t) = arctan : 12
it (e (12
the instantaneous frequency is represented as:
L [doj(t)
oi(t) - { Gt (13
and, thus the original signal is expressed as:
X(t) = Z;aj(t)eifmj(t)dt (14)

In which the residue is not considered, and this expression is
considered as the representation of generalized Fourier expression.

3. Fault analysis and discussion in Simulation platform

Voltage Source Inverter (VSI) fed induction motor model is con-
sidered here for analysis, since variable frequency based induction
motor drive (VFD) are utilized in many of the industries. IGBT
based Hex bridge VSI drive feeds the induction motor and three
phase PWM pulses are generated for triggering the inverter
switches. Mathematical modelling is developed to create faults
and to analyse it. The whole system is simulated using MATLAB
Simulink.

(a) Fault analysis by RISC without HHT

Stator faults of an induction motor are analyzed with different
percentage of short circuit and open circuit. From Fig. 1 it is obvi-
ous that short circuit in stator increases the current and lags the
actual current.

x(t) = Z}il (C]—(t) + Tn(t)) (7) From Fig. 2 it is clear that open circu.it in stator decreases the
current and lags the actual current. It is clear that depends on
o Tou Nnanred
s 20 B Feerird
o= | o Pl
5 11 III 1 .I 1 | i I i
.- LF | [ | i i | [ \ | f
- PR 1 i | i i J \
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Fig. 1. . Simulation result of motor under SC stator.
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Fig. 3. (a) Stator Current wave form without HHT. (b) Stator Current wave form with HHT. (c) Stator Current wave form for one phase without HHT and with HHT.

the fault in an induction motor magnetic flux density varies
continuously.

(b) Fault Analysis by RISC with HHT

The three phase distributed winding in the stator produces the
required Rotating Magnetic Field (RMF) when energized with three

phase balanced voltage. Even though the windings are insulated
with enamel to avoid inter-turn faults, due to reasons like heat
in the winding wires, accidental mechanical damages caused dur-
ing the winding process, etc., causes severe damage during its
operation which ends in the failure of the motor. The inter-turn
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Fig. 4. (a) Stator Current wave forms for OC fault without HHT. (b) Stator Current wave forms for OC fault with HHT. (c) Stator Current wave forms for open circuit fault

without HHT and with HHT.

fault may occur in the slot of same phase winding, short between
coils, short between two coil phases or between the coil turn and
the body. Fig. 3(a) to Fig. 3(c) shows the stator current profile dur-
ing the no fault condition and fault condition.

When the stator winding is under short circuited condition, it is
found that the current demanded by the stator varies according to
the percentage of the short. 24% short lags more than the 2% short
from the fundamental wave track. When Hilbert-Huang Transform
is done to the captured current signal, the filtering occurs as shown
in Fig. 4(c) and thus the nature of the fault can easily be predicted

without any misunderstanding. Similarly, the current profiles for
an induction motor when exposed to open circuit in the windings
of the stator are as shown in the Fig. 4(a) to Fig. 4(c)

The motor fault diagnosis such as short circuit and open circuits
conditions have been analyzed in induction motor by adapting
non-stationary signal processing Hilbert-Huang Transform tech-
nique. Thus responses from the table 1 predicts the condition of
the induction machine as an error free result and less harmonic
histograms.

Table 1
The results and inferences for different fault conditions.
SL. No Type of Fault Fault Description and its Stator Current in Amperes
No Fault 2% 24%
1 Open Circuit Fault Without HHT 20.36 20.63 20.583
with HHT 20.3483 20.635 20.51
Inference: The difference in Stator current between 2% and 24% fault is only 0.047 A in case of without HHT which leads to misinterpretation
of faults
2 Short Circuit Fault Without HHT 20.407 20.525 20.41
with HHT 20.4275 20.5427 20.402

Inference: The difference in Stator current between no fault and 24% fault is almost same in case of without HHT which may lead to

misinterpretation of faults
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4. Conclusion

The proposed Rigorous Investigation of Stator Current (RISC)
envelope was carried out in medium voltage induction motor
(MVIM) to understand the performance of the motor under the
influence of various possible faults. Different fault conditions were
simulated using MATLAB and the stator current was captured and
analysed after applying Hilbert-Huang Transformation. The result
obtained after filtering the unnecessary noise signals yielded a
clear understanding in the current pattern which reflected the real
condition of the motor under the influence of various faults. The
main advantage of applying HHT for a non-stationary signal like
stator current is that the feature extraction is possible when com-
pared to Fourier Transform (FT) and Wavelet Transform (WT)
methods. The stator current lags or leads based on the nature of
fault. Thus, various anticipated faults subjected to induction motor
and its performance evaluation yields healthiness of the motor.
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The major concern of today’s situation is the increase in global warming due to high pollution level. The basic
human necessities such as transport sector, commercial sector and the industrial sector are the reasons for these
environmental pollutions. In particular, the transport sector, emits nearly about 87% of green house gases (GHG)
in India. Electric Vehicles (EVs) could be the remedial solutions for the transport sector issue. EVs, which are
energized by a battery storage system, are becoming very attractive because they keep the environment clean.
Furthermore, in due course the cost of EVs is also becoming cheap, when the production increases. The proposed
EV charging station supplies four modes of regulated power. A synchronized three phase power is extracted using
three phase matrix converter (TPMC), a single phase matrix converter (SPMC) is also utilized to act as a power
electronic converter for extracting regulated DC power and single phase AC power. Venturini algorithm integrated
with vector control is proposed here for TPMC, PWM technique is proposed for SPMC. A simulated EV charging
station is assessed in MATLAB/ Simulink platform. The results obtained here show a better power transfer to charge
for a variety of EVs. Concluding that, the proposed charging station is able to provide a constant and convenient
charging voltage, with prescribed total harmonic distortion (THD).

BATTERY CHARGING STATION, ELECTRIC VEHICLE, PWM TECHNIQUE, SINGLE AND THREE
PHASE MATRIX CONVERTER, THD, VENTURINI ALGORITHM.

world are utilized by the vehicles in the transport sector.
The continuous consumption of liquid fossil fuels will

lead to increase the atmospheric absorptions of green

Most of the vehicles running in the transport sector are
still depends on liquid fossil fuels, which are slowly
being depleted. Fifty percent of crude oil produced in the
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house gases, such as carbon dioxide, carbon monoxide
and nitrogen oxide. To sustain the green earth, electric
vehicles (EVs) are started evolving, where emission of
green house gases and the consumption of liquid fuels
will be in decreasing order. In this perspective, full
electric vehicle (EV) or hybrid electric vehicles (HEV) have
attracted attention as good solutions for the problems
cited above. [Ali Saadon et.al,. 2019].



An electric motor produces traction power in vehicle,
where batteries supplies electrical power to the motor.
The battery charger receives power from the external
electrical sources that charges the battery of the electric
vehicle. The motor acts as a generator and provides
power back to the batteries during regenerative braking.
When compared to the battery discharging the vehicle
slows down accordingly. As per the size and the recharge
time of the battery, the speed and the driving range are
limited. This depends on the charging method and the
type of the battery [Clemente and Ottorino et al., 2015].
There are two charging techniques available for EVs,
namely AC and DC charging. For AC charging, single-
phase or three-phase regulated AC power is required to
an on-board AC-DC power converter in the EV. For DC
charging, the DC power is directly fed to the battery of
the EV through an off-board AC-DC power converter
[Kawamura et.al,. 2012], [Arancibia et.al,. 2012].

The utilization of on-board chargers will certainly
increase the effortless charging methods of the vehicle;
meanwhile, off board chargers permit all usage of
battery charging techniques with even higher rating
circuits. As the name indicates, on-board charger is the
comparatively faster than off board since it is a part of
EVs, whereas an off board is an external unit belongs to a
charging station. A typical off board charger may consist
of multiple charging units, and is capable of supplying
a preferred level AC / DC charging voltages.

The design of a consistent, proficient, high power capacity
and variable level off board charging unit has become
a great challenge, due to the cutting edge technologies
in the production of EVs. The charging units of EVs
consist of power electronic converter, which normally
induces harmonics. The harmonics creates power quality
(PQ) issues of the low-voltage (LV) distribution networks
surrounded by the charging station. Hence for a reputed
charging station, the quality of power delivered should
be good, and more over it should not affect the quality
of the distribution network.

Figure 1: Schematic representation of Electric Vehicle
Charger
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The existing EV chargers are capable to charge only in
one level, and hence there is need of providing multi-
modes of EV charging station. Level 3 charging can draw

300

1.4-1.9 kW of power and the time required for charging
is 6-8 hours. This may be a DC power. The DC power
here may be controlled voltage or uncontrolled voltage.
Level 2 charging power is 7.7-25.6 kW, and it requires
4-8 hours to fully charge the batteries of middle level
EVs. The EV may be an electric car, where a single phase
AC supply may be required. The Level 1 charging can
draw a three phase power of 50-100 kW, and it requires
1-3 h to fully charge the battery of a heavy duty EVs.
[NREL Book 2013], [Mehta Book 2010].

Matrix Converter: Matrix converter is employed for EV
charging station [Harish et.al,. 2012]. Matrix converter
is a single stage power transferring device capable of
converting AC to AC. One of the prime advantage of
matrix converter is it fulfills the necessities to provide a
sinusoidal voltage at the load side and, it is also possible
to vary to maintain unity power factor on the supply
side. There is no DC link in matrix converter, as in the
case of converter — inverter combination circuit and
the matrix converter can be built in a full- one silicon
structure [Venturini et.al,. 1989].

Three phase matrix converter (TPMC) consists of nine
bi-directional switches which are arranged in terms of
three sets of three. This arrangement makes that any
of the three input lines can be connected to any of the
three output lines. The inputs phase are V,, V_, V,, and
the outputs phase are V_ ,V_,V . The matrix switching
components s, s,, ..., S,, Tepresent nine bi-directional
switches which are accomplish blocking of voltage in
both directions and connects the switching without any
delays. The matrix converter converts the three given
inputs of constant amplitude, V. and constant frequency,
fi into controllable amplitudes, V_ and controllable
frequency, f, as output. This is possible in accordance
with pre-calculated switching angles.

Several switching algorithm are available for TPMC,
where Venturini’s modulation algorithm is most
prominent algorithm with more flexibility. This algorithm
also provides unity fundamental displacement factor at
the input regardless of any load displacement factor. In
Venturini algorithm, a set of three-phase input voltages
with fixed amplitude and fixed frequency is considered,
for manipulating the duty cycle of each of the nine
bidirectional switches. The result thus obtained and when
implemented allows the generation of a set of three-phase
output voltages by sequential piecewise sampling of the
input waveforms [Sunter et.al,. 2003].

Single phase matrix converter (SPMC) was derived by
Zuckerberger earlier [Zuckerberger et.al,. 1997]. It has
been shown that the SPMC could be realized as a direct
AC-AC single-phase converter [Idris 2006], DC chopper,
rectifier and inverter [Senthil Kumar et.al,. 2017]. For
AC-DC and DC-AC conversion different converters are



used, but in certain applications like uninterruptable
power supply, two converters are required, one acting
as rectifier, used to convert AC into DC for charging the
batteries and another acting as inverter, used to supply
regulated AC power from battery. [Ajay kumar Gola
et.al,. 2009]

MATERIAL AND METHOD

The proposed EV charging station consist of Three Phase
Matrix Converter (TPMC), Single Phase Matrix Converter
(SPMCQ), Isolation Transformer, Venturini Pulse Generator
for TPMC, PWM Pulse Generator with modified switching
algorithm and other supplementary components. The
schematic representation is shown in figure 1. Here four
modes of output voltages are considered as charging
points. The four charging points are mentioned as level 1,
2, 3 and 4. The output of level 1 is regulated three phase
AC supply, level 2 is single phase AC variable frequency
supply, level 3 is unregulated DC supply and level 4 is
regulated DC voltage. Therefore this charging unit is
called as Universal EV charging station, which is suited
for a multi mode off board charger. Two stage converters
are proposed here, where TPMC transfer three phase AC
input into variable three phase AC output as one stage.
SPMC transfer single phase AC into variable AC/DC
voltages as second stage. A unique PWM algorithm is
generated and it is given to SPMC in order to perform
as a rectifier unit and controlled converter unit.

Venturini Control Algorithm: A modified version of
the Venturini algorithm is used here. This algorithm is
distinct in terms of the three-phase input and output
voltages at each sampling instant and is also convenient
for closed loop operations [Sunter 1995]. For the real-
time implementation, any two of the three input voltages
are to be measured. Then, V, and o, are calculated as
shown in equation (1) and (2).

Fim = 4 Wan + ¥oc + Varbior Lo i iemian k)

v | N Y
34 H VAR - HVEL) |

Fam = A8 Va4 Vb Bl sttt sudiisceci LB

B = HECHHH | ——— | SRR | |
JTwa} |

Similarly the target output peak voltage and the output
position can be calculated as in equation (3) and (4), where
V,p V, are the instantaneous input line voltages and va,
v,, v, are the output voltages per phase. Alternatively, in
a closed loop system, voltage magnitude and angle may
be direct outputs of the control loop. Then, the voltage
ratio is calculated as in equation (5).
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Vﬂ‘m

g - V:'m ©)

where q is the desired voltage ratio, and V, is the peak
input voltage. Triple harmonic terms are found

ki = _J_,ﬁ.- _‘__;“ h!'l[ il 51;": P o i e Py

kw o= Ay __'_7;; st & - :_r.-{'lll m[ T hoerirens srvnr {71

kn= ol m [f,ﬁ'-:l:ns[ dom)— W= 3 cod Jmx ].[E]

where q_ is the maximum voltage ratio (0.866). Then,
the three modulation functions for output of phase ‘a’
are given as

Maa= 3+ ko + e (vas ko) Hvs - v )l 9)
Mio= B+ ka+ 3 (var baluvm - uva) [ 10)
M= V= (Mt Mo Yoaisinmiiii s 1)

The modulation functions for the other two output
phases, ‘b’ and ‘c’ are obtained by replacing v, and v_with
v,, respectively in equation (9) and (10). Note that the
modulation functions have third harmonic components
at the input and output frequencies added to them to
produce output voltage, v . This is a prerequisite to get
the maximum possible voltage ratio. It should be noted
that in equation (3) there is no prerequisite for the target
outputs to be sinusoidal. In general, three phase output
voltages and input currents can be defined in terms of
the modulation functions in matrix form as

Output voltage per phase = M function*Input voltage
per phase

Va My Mp Mol va
vi|=|Mas Mm Mael vs|012
Ve Mae Mz Mol ve

Input current per phase = Transpose of M function*Output
current per phase

Va Mia Mz Mol v
vel=|Ms Mp Mo ||l vs (13)
Ve Mie Mz Mol ve

where the superscript T mention a transpose vector, and
M is the instantaneous input per phase to output per
phase transfer matrix of TPMC. Vin and V,pn Tepresent
the input and output phase voltage vectors, and Lo, and
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i, represent the input and output phase current vectors.
From Egs. (12) and (13), the output-line voltages and
input-line currents can be expressed as

Output line voltage = m-function*Input line voltage

Vab oAb 11 Bk HCh VAR
Vi | = | Fldc ¥ Be M Cec VEC (14)
Viea Hlda ¥ Ba M Ca V4

Input line current = Transpose of m-function*Output
line current

L4 MAb  Mde  Mda || Lab
: ; (15)
IBC |= | MBb B MBa | Ik ).
icd MCh  THC: MCa || ea
a4 0 Ay B E A s
awropn o A CAF T ] A s — A e
o — A A e — il ) 1y Ak e o we(16)
e ad o o A e — e S A ey — R w5
L T e A LI T A s 3
e o, = B R S I e A v
R S o TR A av T CAl iy — i ma’D
L = LA e Fy I g R g ¥ o A ou )
1 om AT O — A e D L T Al e D
where M, , M, , are calculated as the displaced vectors
of M,, M, , M, respectively. Similarly modulation
a Ab Ac

index values of other two phases are calculated as given
in equation (16).

Figure 2: Block diagram model of TPMC
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Three Phase Matrix Converter Model: Figure 2 shows the
model block diagram of the three phase matrix converter.
The input variables of the matrix converter are the clock,
input voltages (Vi) and target output voltages obtained
from any controller, here the target voltages is given
as second input (Vo). The input voltage block represent
Eqn.(1) and (2). The target output block represents Eqn
(3) and (4). The M function blocks, represent Egs. (9),
(10), and (11) for one phase, and similar three phase
calculation are performed. “M functions” consists of the
modulation functions and is taken out for calculating the
output voltages and input currents using Eqgs. (14) and
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(15) respectively. The switching frequency of the matrix
converter is determined by the signal generator block
(in this case fs = 2 kHz).

The block duty cycle generator, consist of logic gates and
simple mathematical algorithms. Here the modulation
functions are compared with the signal generator
waveform, probably square or saw tooth at the input and
arranged to have logic levels. Logic gates are used at the
output to get three gate signals proportional to the duty
cycle of the power switches for one output phase. It has
three inputs [in (1), in(2) and in(3)] and one output. It
operates in accordance with the following logic:

--- if in(2)>0 then the output signal is in(1)

--- else output signal is in in(3).

Similarly nine switches are used in the “switch block”
such a manner that the three phase output voltages is
obtained. The simulated model of TPMC using MATLAB
| Simulink is shown in Fig.3. All the switches utilized
are ideal switches. Three phase uncontrolled AC power
is transferred into controlled AC power.

Figure 3: Simulation of three phase matrix converter
(TPMC)
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Figure 4: Basic circuit of a SPMC
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Single Phase Matrix Converter Model: Single phase
matrix converter (SPMC) consists of four bi-directional



switches and a simple switching logic. A unique PWM
algorithm is being developed to realize this converter
as a single stage total power electronic converter. The
basic circuit of single-phase matrix converter is shown in
figure 4. It consist of four bi-directional switch connected
in between a single phase AC input and to single phase
AC output (load).

The four ideal switches are S, S, S, and S, capable of
allowing current in both the directions, blocking forward
and reverse voltages and also switching between its
states. Each bi-directional switch consisting of two
diodes and two IGBTs connected back to back [4]. The
bi-directional switches have two basic rules: (i) do not
connect two different input lines to the same output
lines to avoid short circuit and (ii) do not disconnect
the output lines to avoid open circuit. Normal sinusoidal
PWM with a unique algorithm is used to amalgamate this
converter. The converter is then executed in computer
simulation model to explicate its basic behavior. The
instantaneous input voltage is V, (t) and its output voltage
is V_ (). The AC input voltage is converted into variable
amplitude or variable frequency AC voltage by varying
the modulating frequency.

If the input signal is

Vi (t) = Vim cosmi t (17)

Then, the fundamental output voltage will be

Vo(t) = Vom coswot (18)
With a fundamental frequency
fo= fm- fi (19)

where, fo=0utput Frequency, fm=Modulation Frequency,
fi=Input Frequency.

Figure 5: (a) and (b)Switching states as Rectifier and
Converter

The switching combinations for a matrix converter are
explained as, the state of the 4 bi-directional switches
Siji = 1,2,3,4 and j = a,b) where ‘a’ and ‘b’ represent
driver one and two respectively following the rules [4]
below; At any time ‘¢, any two switches Sij below will
be ON.
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Table 1. Switching strategy for SPMC

CONVERTER DNPUT SCFPFPLY | SWITCHING PULSE | QUTFLT MATURE
T EN
Tpasite e halfoiele) e
Kl fLTE
81h H3k i errolied)
{mergaire s bolf ool
5la, Ha
L corr o (peastir ol =pclaj
AL B ] O foontreled:
12k A5k
gty o hlE el

Realization as rectifier and controlled rectifier (converter)
is shown in figure 5, where input is AC and the output
is either un-controlled DC or variable DC. Variable
output is obtained by giving switching pulse at a delay.
Figure 5(a) represents for positive half cycle and 5 (b) for
negative half cycle. The bold line signifies the current
conduction.

The Switching strategy for matrix converter acting as
uncontrolled and controlled rectifier is represented in
the table 1 above. The simulation of SPMC is presented
in figure 6. It has four bi-directional switches, a pulse
generation block and a clamp circuit.. A clamp circuit
does not restrict the peak-to-peak expedition of the
signal, but moves it up or down by a fixed value. Diodes
are used for clamping and a capacitor is used to maintain
an altered dc level at the clamper output. Hence the
clamp circuit acts a protective device for converter.
For simplicity, a resistive load is connected. Two way
realizations are performed to extract uncontrolled
rectifier and controlled rectifier.

Figure 6: Simulation of single phase matrix converter
(SPMCQ)

RESULTS AND DISCUSSION

Simulation result of TPMC (Level 1 & 2): The total EV
charging station is realized in simulink platform and
the results obtained are discussed here. The input three
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phase AC supply is given to TPMC, whose specifications
are listed below.

Input specifications of TPMC:
represented in figure 7.

Input Voltage, Vi =311V

Input Frequency, fi = 50 Hz
Vo/Vi = 50 %

Input waveform is

Output target specifications of TPMC:
Switching Frequency, fs=2000 Hz
Output Voltage, Vo=155V

Output Frequency, fo=50 Hz

Level 1 output current = 5 A, 50 Hz with THD content
of 8.62%

Figure 7: Three phase AC input supply

Figure 8: Nine M - function waveforms of TPMC

L2 - wr

Figure 9: Level 1 output current for phase A,B and C
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Figure 10: Level 1-THD of one phase (A)
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The modulation function created by venturini algorithm
is shown in figure 8. These functions are used to
create triggering pulses which, then are fed to the nine
bidirectional switches of TPMC. The level 1 three phase
currents are exposed in figure 9 and its THD component
of one phase is depicted in figure 10. A single phase
AC output of TPMC is taken outside as level 2. With
suitable algorithm, the derived frequency is 10 Hz,
which is represented in figure 11. This is level 2 type
of charging.

Figure 11: Level 2 - variable frequency single phase AC
voltage

Figure 12: Level 2 THD of variable frequency single phase
AC

P niarnnda | (TR & DAl TS 4 a8
B s .

=
0 !
]

-
=

Vg i o Pt

o SER L8] L1 o] JLES
Frasppeug [HF]




The current waveform with its THD component of level
2 is extracted as 4.45% which is in the prescribed limit
of IEEE standards and is also depicted in figure 12.

Simulation result of SPMC (Level 3 & 4)

The specifications of SPMC: Input power is 100 V, 50
Hz for SPMC, which is obtained from TPMC. The PWM
signal is generated with an amplitude of triangular wave,
Vc =1v and the amplitude of sine wave, Vref = 0.75v is
compared. The modulation index is,

Mi=Vc/Vref=1/0.75=0.75. The switching frequency, fs
=1.8 KHz. Resistive load, R = 10 Ohms.

SPMC acted as rectifier is depicted in figure 13, whose
values are given below, which represents level 3 charging
unit. It is noted that the voltage magnitude is fixed.

Output Voltage, Vo = 100 V, DC
Output Current, Io=Vo/R=100/10 =10 A, DC in nature.

Figure 13: Level 3 voltage and current waveforms of
rectifier

Figure 14: Level 4 voltage and current waveforms of
controlled rectifier (convertez)

il

SPMC acted as converter is depicted in figure 14, whose
values are given below, which represents level 4 charging
unit. Here the voltage magnitude can be varied by
applying suitable triggering pulse.

Output Voltage, Vo = 100 V, DC, at 900pulse triggering
(/2 rad)

Senthil Kumar, Bharath & Rajan Babu

Output Current, [o=Vo/R=100/10 =10 A, DC at 900pulse
triggering (n/2 rad)

CONCLUSION

The proposed multi mode EV charger was successfully
simulated in simulink platform. The EV charger is able to
provide a controllable and constant charging voltage for
various EVs and is composed of four levels of charging:
(i) Three phase variable magnitude AC supply, (ii) Single
phase variable frequency AC supply, (iii) Fixed voltage DC
supply and (iv) Variable voltage DC supply. A modulated
Venturini algorithm satisfies accurate operation of
TPMC for first two levels of charging. A new modulated
switching strategy of SPMC gives the second two levels
of charging states. It is clear that the control algorithm
perfectly regulates the output voltage of both TPMC and
SPMC. At the same time, it also ensures a sinusoidal
output current with minimum switching ripples and
a prescribed low THD content. The results obtained
demonstrate high performance total (multi mode) EV
charging station. Thus all of the intension of an ideal
EV charging was derived.
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1. Introduction

It is renowned fact that the study involving fractional calcu-
lus is an emerging area with wider applications in signal process-
ing, mechanics, economics, biology, electro magnetics etc. In the
field of science and engineering, fractional calculus act as a essen-
tial tool in describing several complex phenomena. To get a few
developments about the field, one can refer [1,10,12,15,17-20,22-
24,26,27,29-31,35,36,39,40].

As is well-known, the nonlocal problems are more desirable
when compared with Cauchy problems [9,11,21,37,38]. In consider-
ations with real life phenomena, generally, the physical changes of
a system depends on both of its present and past state. In order to
face certain situations, it is important to know the previous history
of the function.

Such systems are connected to delay differential systems. Neu-
tral delay differential equations are considered as a branch of delay
differential equations. It contains the derivative of the unknown
function both with and without delays. In functional differential
equations, the neutral type serves a major part and several delay
systems are framed as neutral differential models.

Fractional differential equation with delay features including
nonlocal nature arises in certain domains like physical and med-

* Corresponding author.
E-mail address: n.sooppy@psau.edu.sa (K.S. Nisar).

https://doi.org/10.1016/j.chaos.2020.109912
0960-0779/© 2020 Elsevier Ltd. All rights reserved.

ical with non-constant delay or state-dependent delay and has
drawn the attention [2,5-8,13,14,16,28,30,33,34] instance. Ravichan-
dran et al. [33] investigated the existence of mild solutions of
neutral differential system along state-dependent delay in Banach
space. Further Aissani et al. [2] established sufficient conditions for
the existence of mild solutions for fractional integro-differential
inclusions with state-dependent delay. Besides Benchohra et al.
[8] explored the existence of neutral systems with «-resolvent
family. In particular Belmekki et al. [4] studied the existence of
mild solutions for fractional semilinear functional differential sys-
tem with state-dependent delay via of measure of noncompact-
ness. Inspired by such instances, we consider the fractional neutral
delay differential system in Banach space

DPlw(3) + H(3. 0 (3 — p(@GNHN] = Aw(G) + HG. 0 (G — p(@(3))))]
+EG, 00— p@G)) + [ 705 - wEds. 5 hi=[0.d). (11)
w(3) = ¢o(3) + fw)(3). 3 €[-1.0], (1.2)

where DY, derivative of fractional order with Caputo sense and
0<p<1. In Banach space X, the linear operators 4 and (#(3));>o0
are closed and dense. Here £ # are continuous functions as h x
Cx([-1,0], %) to x, f:cx([-1,0],X) - Cx([-1, 0], X). Also p and ¢y €
Cx([—r, 0] are continuous functions.

The rest of this article arranged as: Section 2, deals few funda-
mental facts. In Section 3, the existence of our nonlocal delay sys-
tem derived using Monch’s technique. In Section 4, an illustration
is given to explain our abstract conclusions.
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2. Basic results

Here, we discuss some basic definitions, lemmas and assump-
tions.

Definition 2.1. For p > 0 and for a function f,

1 3
PI6) = 57 [ FOG-9vds. 5= 0.

YITD o
defines the integral of fractional order p > 0 for the given function.

Definition 2.2. Podlubny [27] Forp>0and m—-1<p<m, meN
and for a function f,

(R—L)Dg+f(3) _ ﬁ <dz’) /03 G — s)™P-1f(s)ds,

represents R-L fractional derivative for the given function.

Definition 2.3. Podlubny [27] For p>0 and f:[0,00) > R, m—
1<p<m,

m-—1

k
DPf(3) = DP <f<z,> -y fdf<’<>(0>>

defines the Caputo derivative of the given function.

Remark 2.1. If f(3) € ¢F[0,00) and m—1 < p <m, we have
1 3
CDPf(5) = / (M) (5) (5 — §)M~(P+D g — [P FM) (3
fG) Tm—p) 0f ($)(3-79) ™)
For any w € X, 3 > 0, X € (0, 00), Sp(3) and T,(3) are as follows:
6= [ &H®SERoa,
eo=p [ ReESER0aN,

where the probability density function defined by

Throughout the paper, we considered: B(X), the space of bounded
linear operators x in to X and [Nl = sup {|IN(w)|| : [|@|| = 1}.
cx(h, X) defines functions from h in to Banach space which are
all continuous. Moreover L ([0, d], x), bounded measurable functions
with |||~ =inf{e > 0: |w(G)| <€, a.e. ;[0,d]}.

Definition 2.4. Bana’s and Goebel [3] In X, the bounded subset 2y,
the Kuratowski measure A : Qx — [0, co) exemplified by

A(r]g):inf{8>0: fBgOiB;, diam (%) < € ¢:

i=1
where B¢ Qy and

(i) A(m) =0 & my is compact
(i) A(m) = A7)

(iii) m C my = A(my) < A(mp)
(iv) A(m +my) < A(m) + A(mp)
(v) A(Km) = |[K|A(m): K e R
(vi) A(convm) = A(m)

Theorem 2.1. Monch and spaces [25] The closed convex subset v of x
satisfies 0 € v, the continuous function Q2 : ¥— ¥ and for every 14 C
Y and 2 has a fixed point if

Y =conv (1) = A(V,) = zero.

Lemma 2.2. Szufla [32] The closed convex subset ¥ of Cx(h,X).
The continuous function ¥ on hx h and the Caratheodory function
g:hxc([-1.0),%) to x for any pe L' (h,R,), for all 3e h, DC
Cx([—r, 0], X) is bounded, we have

klilg+ A(g(h, , x D)) < p(3) A(D), where h =[5 —k, 31N h.

If ¥4 € v is equicontinuous,

A({/ 7(s, 3)8(s, ws)ds; w € %}) s/ | 7, )| p(S) A (%1 (5))ds.
h h
3. Main sequels

Definition 3.1. w : [-r,d] — x is called the solution of (1.1) and
(12)if 3G —9s)P Tw(s)ds € D(A), for € h and [3(; — )P~ #(s -
VTG — $)H(v, w(v — p(w(v))))dv is integrable provided for ; € i,

@(3) =Sp(3)[¢0(0) + f(@)(0) — 70, po(—p((0))) + f(w)(—p((0)))]
+ HG G — p(@(;))) + /03 G =P T =) EG, @5 — p(@(5))))ds

+ /03(3 e —s)(/os 75 = V)3, (v — p(@(v)))dv )ds. 3 &
®G) = $o) + f(@)G). 3 €[-r.0]

£ = TN S, ) 2 0,
p p p

wp(R) = % i(—l)m—lx—mp—l Wsin(mnp).

m=1

Lemma 2.1. Zhou and Jiao [41] Sp(3) and Ty(3) acquire the subse-
quent properties.

(i) Some fixed ;> 0, for some w e X|Sp(3)w| < 94 ||lw| and
Il < ik lloll.

(i) {Sp(3), 3 = 0}, {Tp(3), 3 = 0} are strongly continuous.
(iii) S and T are equicontinuous provided Sp(3) -0 is equicontinu-
ous in X.

is satisfied.
In order to achieve our outcomes, we introduce the subsequent
hypotheses:

H1 The functions £ and # are Caratheodory.

H2 Functions p,qeLl>®([0,d],Ry) yields |Z£G.w)| <pG) x
(ol + D, |H(3, )| <qG) (o]l + 1), foraezeh, we
C)(([—T, 0],)()

H3 For all ; € [0, d] and some j3,, 3, € Cx([—1, 0], a constant g >
0, such that

145, 31) — #H(G, 32) || < Lells1 — 32l

H4 There is a function G(-)w € cx([0,d],X), u(-) € L'(h, R")
provided that

gl < pu(s), 0<s<j=<d.
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H5 For £; : [-r,0] — R*, a continuous function and a constant (> 0 yields

[f(@)(3) = fFODI =L llwG) — 2G5 € [-r.0]

and || f(w)[l;_y0) = N¢ for every @ e cx([~r, 0], X).
H6 For all 3 € h, D c cx([-r, 0], X) is bounded, we have
lim A(2(hy x D)) < pGIA(D). lim A(s(hyy x D) < qG)A(D).

Theorem 3.1. Let H1-H6 holds, the system (1.1) and (1.2) has atleast one solution on [—r, d] provided

61190 0) + 511+ 14l 1+ (2 + @ [ yav) < 1.
Proof. Revert (1.1) and (1.2) with ¥ : ¢ ([-1, d], X) — Cx([-1,d], X) as
o) + f(@0)(3), 3€[-10],

Sp(3) [¢0(0) + f(@)(0) — 20, ¢o(—p((0))) + f(w)(—p(w(O)))]

G, w0 G — p@())))
V@G =115 -9 1T, - )£, (s — p(@(s))))ds

L3 G- PTG - s)(fg Hs — ) (v, (v — p(w(v))))dv)ds
3€h.

Let § > 0 be such that

5 2 31160(0) + A1+ 1411~ 1+ (2 + s ® = [ o)),

Construct the set:
£ = {w e &([-1.d], 0 ]| < 8}
It shows that Zj is closed, convex and bounded. Now consider the decomposition ¥ = W; + W, of the operator W, as
W1(3) = Sp(3)[¢0(0) + f(@)(0) = #(0, po(—p((0))) + f(@)(—p(w(0)))]
+ 1, 0 — p(@(3))))

+ /03 G- PTG _5)</Os Hs — v)H(v, (v — p(a)(v))))dv)ds,

Wy (5) = /O G- 9P TG — $)EG. (s — p((s))))ds,

Step 1: W is continuous completely.
Consider the sequence {wy} such that w, — w as n approaches to oo in Cx([—r, d], X), for some 3 € h, —r <s— p(w(s)) <s, for all seh,
we obtain

W1 (@) (5) = W1 (@) D) < 3] ]| f(@n) (0) = F(@)(O)]|
+ (1940, ¢o (= p(@n(0))) + f(@n) (—p(@n(0))) — #(0, o (—p((0))) + f(@) (—p((0)))]]
+ 144G, n (5 — p(wn(3)))) — #(, (G — p (@G|

+/05(3—S)"’lllTp(a—S)ll(X)

j (s — v)[ﬂ(v, on(v = p(n(v)))) — H(V, (v — p(w(v))))] Hdvds,
0

(W1 (wn)(3) — W1 (@) ()] — 0 as n— oco. Hence ||Wq(wn) — W1 ()], = 0 as n— oo. This confirms Wy is continuous.
Now, we show W, is bounded. For every w € %5 and ; € h, we observe

w1 (@) )l
f%[”¢0(0)+f(60)(0)”]+||q||Lm(C+1)+ 1l (c+1)
i d
* Tatp ||q||Lx<c+1)f H(v)dv
a4 dP
ra+p

= 34186 Ol + 40+ gl €+ D (24 18 ) <5

< 94 [ll¢o(O)[| + A0 + 2[Iqll (c + 1) +

||q||po<c+1>/ L(v)dv

Hence W, (Z%s) C Zs. In other side, we prove that W; (%) is equicontinuous. For this need, let us consider Ay, A, € o such that Ay > A;.
Also for some w € E5 and € > 0 small enough, we get

W1 (@) (A2) = W1 (@) (A1) ]|
< 1722, 0(A2 — p(@(22)))) — H(hy, @ (hq — p(@ (A1)l
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Xo s

+ / (/\Z—s)P*Wp(Az—s)f 5r(s—v)a{(v,w(v—p(w(u))))dvdsH
0 0

M s

/0 (1 =P 1Ty (0 — ) /0 s — v)H(v. (v p(w(v))))dvds”

< LAz — Al
A—€

+ fo (02 =91 Ty02 =) = G =) Ty 01 = 9))

(x)f0 s — v)H(W, w(v — p(a)(v))))dvdsH
A
) [ (02=97 "0 =9 = G =9 0 -9)
(x)f0 s — v)HW, w(v — p(a)(v))))dvdsH
" .
- H f (Ao = )Py (R — 5)/ Hs — v)H(W, o(v — ,O(a)(v))))dvdSH'
by A
As ¢, sufficiently small, |¥q(w)(Ay) — ¥ (w)(A1)|| — 0 as A; — A,. This completes the need.

Step 2: W, is continuous completely.
For some w € %5, we have

[W2(0) Gl < /03 G =P Ty G = $)ES, (s — p(@(5))))]|ds
M p

3
< = _ )1
= r(1+p)f0 G =P p6) (o)l + 1)ds
MdP _
< Taep €+ DIple <6

Moreover W, is continuous and W, (%) C Zs.
Now, we show that W, (%s) is equicontinuous. For this need, consider A, A, € i, A, > Aq. Then for any w € %5, € > 0 and € <A; <A,, we
perceive that

[W2(w)(A2) = W2 (@) (A1) ]|

A—€
/0 ((Az C PTG —8) — (g — )P Ty (g — s))f(s, s — p(w(s))))ds”

=

M
—+ H /)\176 (()Lz — S)pflTp()Lz -5)— (A - s)P’lTp()q fs)) (s, w(s — p(a)(s))))dsH
+ H /}\:\2 (A2 = )P 1T, (A — $)E(S, (s — p(w(s))))dsH

l—€
< (C-l-l)”p”LxF(?]‘/[]_fp)(/[; (A2 =P = (A —5)P"1)ds

A Az
+f (2 =) = O 7s)p’1)ds+/ (Azs)‘”ds).
A—€ A
As sufficiently small € and A1 — A;, ||V (w)(Xy) — Yy (w)(Aq)|| — 0. So W, (Zs) is completely continuous.

Let v; € %5, v1 C conv (W (v1) U {0}). Moreover v is bounded, equicontinuous and x — k (3) = A(v1(3)) is continuous on [-T, d]. By H6,
for every 3 € [-r1. d],

k() = AW () () U{0}) = AW (11 G))
=qGE)AKG) + /Oa(z = )P TG = 9)IIp() Ak (5))ds

+ [[6=9P 6 =91 [ 176 - v)llg@)AGe w))dvds
0 0

< ﬂ } _ -1
0 [ o e
* r(1+p)/0 G —s) /0 1(s = )W) A ke (v))dvds

My dP d
<q<z>A<K<z>>+an(nqulmfo p(v)dv + ||p||Lx).
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From the above discussions, we can have

oy dP ‘ -
||K||w(1 - iy (Nl [ mav+ ||p||pc)) <0.

Finally, for each 3 €[-r,d], |||, =« (3) =0. By applying Arzela
theorem, vy is relatively compact in Eg. . ¥ has a fixed point. O

4. Example

Recognize the system
ap
(06 ) = h )G~ V(@G ). ]

2
= (06 ) - 91 GG~ (@G ). )
+023)||0G — v(wG. 1), ,u)|2|
+ /3 vG—S)w(s, w)ds, for; >0, 3e[0,d]; wel0 ],

r

4.1)
w(;,.0) =wG m)=0; 3€[0,d] (4.2)
o, ) =so (R, pm); —r <V <0; —vmax <3 <0, (4.3)

where ¢ and ¢, are continuous from [0, ;] to R. Reverting (4.1)-
(4.3) of (1.1) and (1.2), consider x=L2([0, ¢],R], 4: D(2) C X to X
satisfies a0 = .

D(4a) = {19 € Xx; ¥, ©¥are absolutely continuous; " € x,

¥(0) = ¥ () =0}.

Also, the normalized eigen functions of 4 are Tn(u) =

\/gsin(mp,) and

(i) For 0<p<1,(-2)P:D(-4)P c x— x provided (—2)Pw =
S m2P{w, Am)Am, for every w € D((—2)P), D((-A)P) =
m=1
{a) ex: % m2P(w, Am)Am € x}.
m=1

(i) Forwe x, TGw= 5 e (@, Am)Am.
=1

m=
(iii) {Am; me N} is an orthonormal basis in X.

Therefore T(3), 3 > 0 is uniformly bounded. Let the well de-
fined continuous functions (3, {)u = ¢ (3)|§(u)|2, H(z, C)U =
o (;,)|;“(,u)|2, which allows to convert (4.1)-(4.3) in to (1.1) and
(1.2). Hence there is a mild solution @ € cx([—T, d], L2).

5. Conclusion

A neutral delay fractional differential system has been culti-
vated with the existence results by the state of the art demon-
strations. In depth involvement of noncompact measure and fixed
point techniques, the interesting discussions arrived. Highly fitted
illustration for the analytical result is offered at the end. Further,
one can extend this study for controllability results with different
domain.
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1 | INTRODUCTION

dynamical fractional systems with quadratic perturbation
of second type subject to nonlocal boundary conditions is
presented and proved. By employing the fractional theory,
Banach contraction technique, and Krasnoselskii’s fixed
point theorem, we derived some sufficient conditions to
ensure the existence of our system. An example is offered
to enhance the applicability of the results obtained.

KEYWORDS
fixed point theorems, fractional derivatives and integrals,
hybrid differential equations, impulsive conditions, nonlo-
cal boundary conditions

The fractional calculus has a deep-rooted history just like the traditionalistic calculus. It is the type
of calculus which dabbles with both differentiation and integration of arbitrary order. It has become
a significant field of investigation due to its numerous applications in applied sciences and engineer-
ing [1-8, 32, 33]. Recently, this field of mathematics has been receiving a great attraction of young
researchers and scientists. For knowing about the depth of this theory, one can refer to some famous
monographs on fractional calculus of Podlubny [9], Kilbas [10], and Miller [11], in which authors
specifically focused on the application part and discussed importance of the subject.

Numer Methods Partial Differential Eq. 2020;1-13. wileyonlinelibrary.com/journal/num © 2020 Wiley Periodicals LLC 1
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Studying the qualitative properties of differential equations in the framework of fractional deriva-
tives such as the existence and uniqueness, stability and controllability have pulled the attention of
many researchers. Since the fixed point theories play an important role in the existence uniqueness
issue, scientists have started to their contemporary result to fractional differential or integral equations
see [12-31, 34-39].

Dynamical systems with quadratic perturbation constitute a general class of hybrid differential
equations. Nowadays such type of hybrid dynamical systems have receiving a huge fame among the
researchers due to wide range of application of hybrid differential equations in several areas of real
life problems. The study of hybrid differential equations with nonlocal boundary constraints is a com-
mon kind of literature but it becomes special in case of added impulsive conditions of noninteger
order. Because of the geometrical complexity of the impulsive conditions, it is typical to diagnose
the dynamical systems when such conditions are included. In various scientific and engineering disci-
plines such as physics, chemistry, digital control system, automotive control, transportation systems,
mobile robotics, and so on can be seen easily. For more details once can read the articles related to
the applications of hybrid differential equations [40—44]. Sometimes it has found that the ordinary dif-
ferential equation cannot be solved directly and difficult to find out the analytical solution, thus, to
come out from this situation these perturbation techniques play an important role and can be helpful.
The growth of hybrid fractional differential equations can found in the following works where authors
proved the existence and uniqueness results by adopting Banach contraction principle.

Ahmad in [45] explained the existence and uniqueness results for following hybrid system involv-
ing the Hadamard fractional derivative. Furthermore, Mahmudov extended the above result [45] in
[46] for hybrid differential system of arbitrary order involving Caputo fractional derivative. El Allaoui
investigated the results for coupled system of hybrid differential equation in [47]. In continuation of
this study Houas [48] extensively studied the main results for the following coupled hybrid differential
system subject with integral boundary conditions

D (¢) = it (B, m(0), t€[0,1], a € (0,1)

&1 (tuy (1),uy(1))

Do (0 ) = (0,10, €10, 11, @ € (0,1)

w1 (0) = J;" Ay (s)ds, 6 € (0, 1),

<

1(0) = [} Ax()us(s)ds, 6 € (0, 1),

here D%, i = 1,2 represents the Caputo’s derivative for noninteger order. A;, i = 1, 2 are continuous
on [0, 1].

This article is distinguished among the five parts as follows: Section 2 represents the framework
and formulation of the hybrid model in which we defined the importance of this article and why we
needed to study hybrid kind models. Section 3 is devoted for recalling some fundamentals and needs
of basic definitions and lemmas. Section 4 is main part of this paper which presents the outcomes
with some appropriate assumptions and applying fixed point techniques. In Section 5, an illustration
is given to explain our abstract conclusions.
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2 | PROBLEM FORMULATION AND DESCRIPTION

Motivated and provided by the aforementioned articles, we have considered the Caputo fractional
derivative “D{, with single starting point 7 = 0 of order a € (1, 2),

‘DR, [ ; (l‘"(tzt))] — Ht, (), t€[0,P], t# 1, )
Ao(t) = L), k=12, ....m, )

¢ () _ - _
ACDA [f(lk’w(tk))] = L), g€ O, k=12, ....m, 3)
o0) =a; —y(w), a €R, 4)
o(P) = ay — / (s) [m“’(af()s))] ds, a€R, 5)

where the continuous functions are defined from f : [0, P]XX — X\{0} and H : [0, P]xX — X. For
O0=ty<t; <-- <ty <tu+1 =P, theimpulsive functions I;, J; : X - Xare continuous and bounded
which characterize the jump of solutions at the impulsive point 7 = 7. Additionally Aw(t;) = w(ff) —

o(ry) and A°D? f(:gk(:k))] —<pa [f(;i’){:p)] _epa [f(;i’){:{))] ., o(rf) and w(r;) define the right and
left-hand limits of w(¢) at ¢ = #;, respectively, with w(t;) = w(t;). Here,  : X — X representing a
nonlinear function and g : [0, P] — X are also continuous functions.

Inspiration by the applications of hybrid dynamical systems, the present work initiates the study
of hybrid differential equations with quadratic perturbation of second type in abstract Banach space
involving two nonlinearities and derive the basic results by adopting Banach contraction technique and
Krasnoselskii’s fixed point theorem using some classical tools of functional analysis and fractional
calculus.

Definition 2.1 If a continuously differentiable function w € PCL([0, P],X) fulfills:

J0) [ s ”Fy“) LH (s, (5))ds + a1 — y(@)

{7 (s ) ds

T'(a)
m o () 3
Zict Jaty 7Y@
m . rRe—q 7. — a,—A(w)
+ 3P -1 (CELn ) ) + S ] e o),
o(t) = oo ©)
6,00 |y i (s, o(s))ds

Li((17)) P—t
+ T A 4 (20 @ - y@)

_t P (P~ )al m 1))
P{ 0 e H(s@®)ds+ XL, 70

+ 2P = 1) (L)

+,“5,2((,",’;)}+E, (=) (Lr@))|. e @l

L
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where
1 oot
Alw) = P [/ </ (s, a)(s))ds>
1= f(P,cL(P)) Jo te(vydr @)
o L)
& () Jo g(t )t + (a1 = y(@)) / g(l)dt

P syt , Ii(o(t))
P {/ T T (s0w)ds+ Z it (1)
n rQ-gq) - ! ’
+ ;(P — 1) < (- Ji(o(t; ))) + f(P,cW} /0 o
k P
+Y (r(flqu) Ji(w(t,-‘))> G fi>g<f>df] :
i=1 ! 0

then it is said to be the solution of problem (1)—(5).

3 | PRELIMINARIES

To treat the impulsive conditions, define the space PC; = PC([0, P], X), t € [0, P], the functions w :
[0, P] — X are continuous everywhere except finite number of points #;, i = 1, 2, ..., m, where a)(t;r)
and w(t") exist provided w(f;) = w(t;) and

llollpc, = sup {{lo@lx. @& PC},
1€[0,P)

and PC} = PC'([0, P],X), ¢ € [0, P], the functions @ : [0,P] » X are continuously differentiable
everywhere except finite number of points #;, i = 1, ..., m, where @’ (tl.+) and o' (#;") exist provided
o' (7)) = @'(t;) and

llollper = sup {{lo®llpc. |0’ @)llpc}-
! t€[0,P]

Definition 3.1 [9] The fractional integral of order « for g: [0, o) = R is

(t s)nz 1
IF'g(t) = ds, t>0, a>0,
Fe(o) = / RO a
provided the right side is point-wise defined on [0, c0).

Definition 3.2 [9] The Riemann-Liouville derivative of g: [0, c0) — R is

LDt =

1 d\" [" ot
— t—s)"¢ ds, t>0, n—1<a<n.
T — dt) /0 (t—y) g(s)ds n a<n

Definition 3.3 [9] The Caputo derivative of g: [0, o0) — R is:

n—1

“Dig()="Df [g(r) - 2

g(k)(O)] t>0, n—l<a<n.
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Remark 3.1  [9] If g(¢) € C"[0, o) for order n — 1 < a <n, then

1 B AO)

(n—a) Jo @ s)a+1—nd5=1f_a8(")(t), > 0.
o/, G-

‘Dig(t) = ¢

Theorem 3.1 [49] Assume that S is a nonempty, closed convex, and bounded subset of
Xand A : X - X, B : S - X be two operators provided

A is Lipschitzian with a function v,

B is continuous completely,

u=AuBv=>ue€S forallves, and

wM <1, with M = ||B(S)|| = sup{||Bul|| :u € S}.

BoFp

Then AuBu = u has a solution in S.

Lemma 3.2 [9] Let a > 0, then the differential equation
‘D*h(t) =0,

has solutions h(t) = co+cit+crt> +- -4 co_1"" ! and I**D*h(t) = h(t) +co+cit
+et2 - 4ch_ 1" L wherec;eR,i=0,1, ...,n—1,n=[a] + 1.

4 | DISCUSSION ON MAIN RESULTS

For the purpose of deriving the existence of mild solution of the hybrid boundary value problem,
consider the following suppositions:

(Ag) w = % is increasing function in X almost everywhere, ¢ € [0, P].
ADf and H satisfy the Lipschitz conditions with L, L, > 0, that is

If (¢, @1) = f(t,01)lIx < Lillor — o llx,
|H(t, @) = H(,02) Il < Lallwz = v2llx,
where w;, v; € X, i=1,2,and €0, P].
(Az) For M| > 0 provided
Iy(@1) = y(@2)llx < Millo) —os|lx, Veor, o €X.
(A3) For some functions &y, hy : [0,P] —» X, Q : X — X is continuous and nondecreasing

function provided

| H(t, ,)llx < hi(®Q(| @llx).
Il £z, 0)lIx < ha (D] @lIx),
where t € [0, P], Vw € X.
(A4) For a constant M, > 0 yields

ly(@)llx < M,, Yo € X.

<o)< S .
(A9) 0<g(n <yyand 1 — 222 > 0V, 1 €[0,P], w e X
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Theorem 4.1  Assume that (Ag)—(As) hold and

_ 2P
C(a+ 1)

L(())
(Li I byl Q) + Lo || o || Q) +2m H f(r,-,co(ti))H

@) _ 5e;) H LMot | By || QOM, )

fltno@) — ft, o)
+2mL PITQ2 — @)@ )|+ 2m || hy | QUIPT2 = ) | Jie(@) = Jio () |l
nP { 3P o ’ L) L) H
2f(P,@(P)) +nP* | T(a + 1) [t @) ft, o)
+ My +2mPT (2 — g)||Ji(eo(1;)) — Jiw(@))| }
<1,

L om | s || ) H

is fulfilled, Then the system (1)—(5) will possess a unique solution.

Proof.  Define an operator F : PC, — PC, defined as

a—1 I
Fo() = f(t, o) l g Hlsow)ds+ 2 f(t(l“’(t(:))) + () @ - yop

_L { (P — s)a_l H(s, a)(s))ds

I{@(i)) B —9) a — A@)
Zf(r, ) Z(P " < st D) }

~ F(P,(P))

+Z(r—rz <F( D ot »)]

Using the dominated convergence theorem, the continuity of H and f implies the conti-
nuity of F at any w € PC,. Hence F(PC([0, P]),X) C PC([0, P],X). Let us consider a
closed ball B, = {w € PC,([0, P],X) : |||lpc < r} for some r > 0. Accordingly,

)a 1
| H(s, () || ds

| Fo®llx < [l £ o) = f(2,0) || + || £,0) ||]/ =" "

k
>
o) |

It I (P S)" :
i» (1;))

re-gq - art || A@) |
Pt Jiw(; T
+§| tl(w_q| 1 et >)||>+ . 00) }

k
re-¢9 _
r—1t J; t; .
+ -l < mE Rl
Using the given assumptions, we get

(L7 + Fo + )P

Ko || 1Pt
s w(m)H + 2 s @ )

1Pl < BEREDE i o)
li(w(t))) B P a+y
2m Hf(ti»w(li)) H +a) + M +2mPITQ2 - g) || J(w())) || +f(P, o(P)
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<r.
Clearly, F maps B, into itself. For the contraction principle w,v € PC([0, P], X), and
t €0, P], we have

| Fa(r) — Fo@®llx
< P(r, a)(t)) /0 U ;("2;_1 H(s, a)(s))ds —f(t, v(t)) /0 U ;(2;_1 H(s, v(s))ds

k k
o) 1))
i }/(I’ wm);f@i wGy U(t))Z{f(ti 0(1) ‘
‘—‘ 1F (1. 0(0) (@) — £ (£ o))yl + 1| £t () - {

Li(w(17)) “ ~ rQ-— q)
DY + 3= (P8 Do)

i=1

A | [P P=s!
. w(P))} f(t,0(t)) { @) H(s,v(s))ds

L)) ) A()
pP—
Zﬂn ) 2( g < e ))> /. v(P))} :

i=1

k
+ }/(nwa))Z(r—n)(F(z D jy (it ))) nv(r))Z(t—r,-)(F(z D Jyule; »)H
i i=1

"t - s) -
<|| f(t, 0(®) = f(t,0(0) || Il H(s, 0(s)) || ds

(P s)a : H(s, a)(s))ds

wisaun i [ ¢ F(S) 1 HGs, 5D ~ HGs, o) 1 ds
0 0‘)

l(w(r) L)

Ii(@() :
w(a))” IS I 2 Hf(ri,wm)) o)

+ ‘b‘ (F0) —f(t, om) I y@) IF+ 17 (2 o0) 1l y@) =y 1]

‘ an(t o) = (1.0(0) ||{ - - ))“anw(s)) | ds

Li(w(t))) _(ra- q)
ll f, w(t,))H ZIP t,|( o | Ji(w (7)) ||>

Il A(w) Il P (P —s)~!
+f7(P, o(P) } + || f(t,0®) || { o) | H(s, o(s))
Li(w(r) L)) H

f@ () f(4, o))

m

— H(s, (s)) || ds + Z

#1711 ("L - s
i=1

| A@) — A | V(TC=D
+W}]+|If(t,w(t))—f(t,v(t)) ”g‘“_t’)|< i ))II)
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'@ - 61)

l

k
+ L/ o®) | Z 1=t ] < Il il (7)) — Ji(o(;)) |I>-
i=1

By the axioms (Ag)—(As), we obtain

2P

| Faoxt) — Fo®)llpc, < [F(-l—l)

(Lo |k | Q) + L || By || Q) + 2mLy ’
L) L) H
[, 0(t)  f(t, o))
+ 2{LiMr+ || hy || QUr)M;} + 2mL PT'(2 — @)||Ji(wE))||
+2m || by || QUIPTTQ = g) || Jiw(E)) = Jiw(@) ||
nP 3L, P o) L)) ”
2f(P,w(P)) + nP? | T(a + 1) Ftm o) flt o)
+ My +2mPTQ2 - )Ji(w(5)) = T DI ] 1| @ = vllec,

Lol o-"o|pc.

Ii(o(1;)) H
(tl’a)(tl))

T om |y [ Q) H

+3m

As o < 1, we emphasize that F satisfies the contraction principle, hence by Banach fixed
point theorem, (1)—(5) will have a unique solution. n

Theorem 4.2  If (Ag)—(As) are valid and the following hypothesis (Ag) hold:

L,P Q)
il lim 222 <y
I +1)|| I Tim =

Then the initial-boundary value problem (1)—(5) has at least one solution.

Proof.  Let us consider the closed ball B, = {@w € PC;([0, P],X) : ||lw|| < r} for some
r>0. Define P and T on B3, as

k _ k
(P = f(t, (1) lZ UCURINN oS <r<2 D ol >>>
i=1

Ft, @)
L[S0 (re0
P {,-Z‘f(ti,w<r,-))+§;(” “)( e )))H
(ot = .o [/ : F(S);{1 (s, w(s))ds+<Pp >(a1 - y(w))

[y a = A®)
{/ T S0+ (P»}]'

Step 1: To prove, there exists 7o >0 with Po + Qv € B, , for w,0 € B, . If
this were not true, then for each r> 0, for some w,, v, € B, and ¢, € [0, P] provided
[(Pw,)(t,) + (Tv)(t)|| > r. Hence

r < [[(Pe,)(t:) + (Que ()l

(Lir+ Fo + )P Ii(o(t7))
S el CEEUAEH] oy AT
@ty

2mPAT(2 — (o(t _Brr_
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Dividing by r and applying the lower limit as r — oo,
EPT i
"I+ 1) r—>+oo
which shows contradiction to (Ag). Thus, there exists ro > 0 with Pw + Qv € B, , for all
w,v € By,

Q(r)

Step 2: For all 7 € [0, P] and w, v € I3,, we obtain
|(Pa)(2) — (Po)(D)|

) S L)
- %t’ ©0) X a0 X

i=1 i=1

k
; }/(r,wa))Z(r—n) <r<2 D jy(eolt; )))
i=1

k
r2-gq)
—f(t,v(t));(t—ri)( g ) H

q

o L) o (TC-q,
P(nwm) {;f(ti,w(t,»))-i-;(l) n)( EliCl )))}

L
P
m 1 _ m
_f(n D(t))% {Zf(iv(vt(tl)))) Z( — 1) <F(2 q)J( () H

i=1

li(o())

Ko@) L))
<l (1 e) - < |17, (t))””lf(” (1) f(r,»,u(m)H
+1If (£, () = f (£, 00) ||2|<r—t,>|<( ")uJ( @ >)||>

i=1

11 (1, 000) ||Z|(r—r,)|( L2 29w - o ))||)

i=1

() H
& | £t i)

+ X -1 (M50 ||J,-<w<t;))||>>]
i=1 !
< || Lot Lot
+‘;‘[|lf(t,v(t))|l< o el
i=1

() f (i, 0(t)
F3NP- r)|<r(2 D@7 = Il ))||>>]

i=1

N ’;H L7 0(0) = £(t,000) | <

By the axioms (Ag)—(As), we have

Ii((t;)
ft, o)) H + 2ml|h2 ||€2(r) H

+2mL PT (2 = @)l @))|
+2m|| o |PITQ2 — @) Iie(7)) = T D] llw = vllpe,

I(o(r)  Li((@)) H

I(Pe)(r) — (Po)(D)| < [2mL1 Fna) o)
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< ollo - vllpc,.

As w < 1, we emphasize that P is contraction mapping.

Step 3: Since the continuity of H implies 7 is continuous. It is enough to ensure, 7'
is a compact operator. By Theorem 4.1, it follows that T(/3,,) is uniformly bounded on
PC([0, P], X). Hence, we first move on to T(J3,,) is equicontinuous. In this need, choose
for any #; < ¢| < ¢y <fr4+1, we have

I(Tew)(¢2) — (Tw)(1)]

&2 _ aa—1 _
< }/(Gz,w@z)) [ i %H(s,w(s))dw (P €

_ S (P—s)“ 1 Alw)
{/ w1 ‘”“”d”m }]
— f(¢1,u(1) [/ (glr( ; (S,w(s))ds+<P_g1
_ ¢ P=9""" 1 A(w)
AV O o

G A GEE
[( ; @) H(s, a)(s))ds A @) H(s, w(s))ds)

— _ o\a— 1
+(a1 y(a))) (P 2 _ P Pg] §2 _ gl / (PF(S)) S a)(s))ds:l

) @ =@

) (@i = y@)

< lh2]1€(r)

S
< lh21€2(r) /0 1 —— (62— 9" = (61 = ) HH(s, w(s))ds

['(a)

91 a —
-/ I s, otods + - (o (£52 - £251)

(5-9) [ C= ueona

Therefore, ||(Tw)(¢2) — (Tw)(c1)|| = 0 as ¢; — ¢» — 0. By employing Ascoli theorem, T
is a compact operator. Hence, there exists a fixed point for IF on 3, by Krasnoselskii fixed
point theorem, which is the solution of (1)—(5). u

5 | EXAMPLE

Consider the system as:

cpe | @@ | _ 3
Dz [f(w(t))] = Heom), rel0.1], 1#(3), )

B o) LT N

1
w@=MﬂWme=@—/ hﬂ%Jw ©)
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Here, consider the hybrid boundary value problem with f(f,w(r)) = lw(®) H(it,w@) =

18+e+12°
e~ aw(r)| . : _ m . g e
Trerison)” @ > 0. It is also mention that y(w) = )., diw({;), where 0< {1 <{r<---<{pu<1

andd;, i=1,2, ..., m are positive constants with Zil d; = é. We also choose that the positive real
constants a; = a; = 0. Now let us consider @, v € PC and t € [0, 1]. Clearly

[0 =@ IS 5 lo—vl, | HEo)=H@) |< S o=
Also we have
M@ =0 |< 5 lo-0].
It can also noted that
|Hto) 1< S 1f(hw) < ﬁ

with Q(r) = 1. Here, consider @ € PC, then we get

@) I< ¢

9
Since we can observe that all the given assumptions (Ag)—(As) are satisfied with L; = %, L, =
%, M, = é, M, = %, hy = e;m, hy = i. Thus we can determine that
= T 90+ L 1y 1 207 + 2L | 22
2 |y 1) Q) | A IOy sy | 1)

fo) o)
+2mLiPT (2 — @)@ )+ 2m || b || QUIPTTR = @)llJi@ () = JiwE)|
nP { 3Pt o ‘ (o) L)) H +
2f(P,w(P)) +nP2 | T(a+1) [ o) ft, o)
+ 2mPUT(2 — )i (t)) = T )| }

=¢7%(0.03 + 0.07(1 + €')) + 0.105

3 —at

I
+05
1330 +e) (

(«(3))
1(3e(3) 1

Eventually, by using the statement of Theorem (4.1), (7)—(9) has unique solution on ¢ € [0, 1].

< 1.
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1. Introduction

The generalization of traditional calculus to arbitrary order is
fractional calculus; It has attracted several researchers with great
potential in the current scenario because it is reliable and grow-
ing, employing both theoretical and applied concepts. Valuable
tools investigate the hereditary property and memory descrip-
tion of various materials and processes from fractional calculus.
The fractional derivatives were developed in the past epoch by
Riemann-Liouville (R-L), Griinwald-Letnikov, Riesz, Erdélyi-Kober,
Caputo, Hadamard, Hilfer, and others. In recent years, fractional
differential equations have been considered as a beautiful, rich
domain to be studied because of its applications in life sciences
and to engineering, as is witnessed by blossoming literature. Sev-
eral researchers expressed the natural derivatives of arbitrary or-
der characterized by Riemann-Liouville and Caputo’s sense. One

* Corresponding author.
E-mail addresses: n.sooppy@psau.edu.sa, ksnisarl@gmail.com (K.S. Nisar),
ravichandran@kongunaducollege.ac.in (C. Ravichandran).

https://doi.org/10.1016/j.chaos.2021.110915
0960-0779/© 2021 Elsevier Ltd. All rights reserved.

can find the results [5,8-10,15,16,19,20,29,34,37,43-47] and mono-
graphs [1,13,18,21,24,26,48].

Recently, generalizations of both Caputo and R-L derivatives are
introduced and reflected on equations of probability or mathemati-
cal physics. The same was achieved with Hilfer definition proposed
by Hilfer [13,14]. Shortly, it behaves as interpolator between Ca-
puto and R-L derivative [3,11,17,30-32,35,36,38-41]. Hilfer parame-
ter produces many types of stationary states and gives more de-
grees of freedom related to an initial condition. It reacts to theo-
retical simulation in glass-forming materials. To solve generalized
fractional systems, Hilfer et al. [14] introduced applied operational
calculus. Besides, Gu et al. [11], Furati et al. [7], investigated the
nonexistence, existence, and stability sequels of nonlinear prob-
lems with Hilfer derivative.

Control theory generally deals with dynamic system behavior
and becomes one of the essential tools in the method of mathe-
matical control. Controllability defines the control system in terms
of qualitative property and plays a significant role in the theory
of control. Controllability deals with problems on optimal control,
pole assignment, stability employing the corresponding system is
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controllable. It is a tool used to drive the system from its arbitrary
initial to the final state. The contribution of controllability by sev-
eral researchers may be referred to [4,6,20,22,23,33,34,44,46], and
references. The above articles refer to the investigation of control-
lability on Cy-semigroup with a dense operator that trivially meets
Hille condition. To overcome real-life situations, one may go with
non-dense operator, as suggested in Prato and Sinestrari [27]. On
the other hand, optimal control of differential equations and inclu-
sions with integer order is of interest for space technology and avi-
ation. It also plays an important role in robotics, power plants, con-
trol of chemical processes and movement sequence of sports. Prac-
tically, optimization process can no longer be adequately modelled
by integer order differential equations; instead differential equa-
tions of fractional order are employed for their description. For in-
stance, the memory and hereditary properties of blood flow, elec-
trical circuits, bio-mechanics, signals can be well predicted and de-
scribed by some fractional differential equations. One can refer to
the results in Bahaa [2], Harrat et al. [12], Pan et al. [25], Qin et al.
[28].

In the year 2016, Yang and Wang [42] discussed the approx-
imate controllability of Hilfer nonlocal differential inclusions of
fractional order. Continuation of this in 2018, Du et al. [4] pub-
lished an article regarding the controllability of nonlocal Hilfer
fractional inclusion. In 2019, Vikram Singh [33] derived some re-
sults on the controllability of non-dense Hilfer equation of frac-
tional order.

As per our vast search, there is no article found related to the
investigation on controllability of non-dense HNFD which attracts
us to make a study on the above-said title and followed by the
problem as:

DyP13(0) — P(0.5(0))] = A3(0) +Bu(®) + h(.5(9)), (11)

1575000 =50+ 96, 6 ez=10al. (12)

Dg"f denotes the derivative of fractional order in Hilfer sense
with @ € (0,1), B € (0,1] as order and type respectively and ¢ =
o+ B —apf. Here A: Dy c Z— Z, the non-densely closed linear
operator, i.e. if we assume the conditions of Hille-Yosida with the
density exception, D4 € Z where Dy, Z represents the domain of A
and Banach space respectively. Also the appropriate functions P, h
are defined as P :[0,a] x Z —> Dy c Zand h: ([0,a] x Z) - Dy C
Z. Also we consider the bounded linear operator B:U — Z and
the control function u(-) with the Banach space L2[Z, U] of admis-
sible control functions.

This article is outlined as: 2nd section introduces some nota-
tions and preliminary facts of semigroup theory, Monch fixed point
technique, fractional calculus and formulation of integral solution.
In 3rd section, the uniqueness and controllability of integral solu-
tions for (1.1) and (1.2) are established. 4th section refers to the
existence of optimal control of our system. As a final part, in 5th
section, a numerical analysis is given to compare the results with
graphs.

2. Preparatory discussions

Let C(Z, 2) be the space of continuous functions 3(6) defined
on T = [0, a] provided with ||3|| = sup||3(8)]].
Oez

C1_ 9. 2Z)={3: Z - Z such that 61-%3(0) eC(Z, Z)}, a Ba-
nach space w.r.t. the norm |[3||c, , = sup |01-73(89))].
0<f<a

Here the basic definitions of Caputo_aﬁd R-L derivatives are re-
called:

ar

Rph.z(0) = D

(2(0) * qn—p(9)), (2.1)
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n

d
‘D, z(0) = D

where z € C(Z, Z) and = denotes convolution of two functions.

z(0) * qn_p(0), n-1<p<n, (2.2)

Definition 2.1 (see [13]). Forax e (n—1,n), neN; B e (0,1], we
define the HFD as

5 d _d_aymn— _ _
DGIhO) = 7P T @) = 7P o)
where Igi"*’s) is R-L integral and
ng“”*’g"‘ is R-L derivative.

Lemma 22 (see [7]). If hecCl j[r.r;] is such that DY he
Ci_plry. ra] then

13,0y, h =15, D% and DY, 79, h = DI,
where « € (0,1), e (0,1] and ¥ = + B — apf.

Lemma 2.3 (see [7]). If heCy_glri.r2] and Z};"heClry.m)]
then,

Z37h(ry)
r'@)
where @ € (0,1),0 €[0,1).

1Y, DY, h(0) = h(6) — O -1’1, V8 e (r, 1],

.
Remark 2.4 (see [11]).
(i) For =0, @ € (0,1), Dg‘f corresponds to classical R-L deriva-

tive: DY°h(0) = L1)-°h(6) = *-1Dg h(6).

(ii) fx € (0,1), 8 =1, Dg‘;r] corresponds to classical Caputo deriva-
tive:
DY h(O) =17 Lh(6) = D, h(D).

Lemma 25 (see [10]). We define k() =

inf{€ > 0, Q has finite € — net in Z},
measure which satisfies:

the Hausdorff noncompact

(1) k(21) <k (K23), for all bounded subsets 21,2, of Z provided
Qq € Qy;

(2) k(2) =0 if and only if 2 is relatively compact in Z;

(3) foreveryy € Z, k({y} U 2) = k(2), where Q2 C Z is nonempty;

(4) (21 + ) <Kk (27) +£(272), where Q1+ Q2 =
(Y1 +y2:91 € Q1,¥2 € Qa};

(5) for any A € R, kK (A2) < |A|k(2);

(6) K (21 U Q) = max{x (1), k£ (22)}.

Proposition 2.6. Let Ay C A generate a strongly continuous semi-
group {9(6)}y=o on Zo where Z, = D, satisfies Agy = Ay.

Lemma 2.7 (See [16]). Let T be the set [0, a], {za}n.q be a Bochner’s
sequence from I to Z satisfying |z,(0)| <m(0), 0 €T with n>
1, as m e L(Z,R*). Moreover, the function G(0) = K({Z;—,(@)}zi]) in
L(Z,R*) fulfills

0 0
K({/O zn(s)ds :n > 1}) < 2/0 G(s)ds.

Consider Zy = D, and let Ay be the characteristic element of A in
Zg defined as

Dp, =1{y € Da 1 Ay € 2o}, Aoy = Ay.

With reference [10], we introduced some assumptions for fur-
ther analysis.

(H1) For couple of constants k € R, M, satisfying (k, +o0) € p(A),
for each n>1 and A > k,
Mo

— -n S —
| (AT —A) ”L(Z) =< sup(h — k)’
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(H2) There exists a constant M7 > 1 such that sup

0¢[0,+00]
i.e. {9%(0)}g.¢ is bounded and uniformly continuous.

Now, for 6 > 0 we define,
T, (0) = af v, (VRO%)dy,  Py(0) =0T, (0),
0

Sup (@) =T8O R,(6).

For v € (0, c0),

Yy (v) = %v(’“%)WX (v 7) >0,

1 kel —ky 1 Dk +1) .
Wy (v) = = ’;:(—l)‘ pkx — sin(kr x).
Also, v, refers to probability density function on (0, c0).

Lemma 2.8. (see [16]). By (H2),

(1) So.p(0), Py () satisfy

-1 MOX- 1

F@) 6 > 0.

and

545 0)] < St

(ii) For 6 > 0, T,(0) is uniformly continuous.

P (€)] <

(iii) For 3€ 29, 0 <6 <6y <a, {Sy g(0)}g-0 and {Px(¥)}s-0 sat-

isfy
IS0 5(01)5 — Sa.p(62)3] — 0 and [Py (61)3 — Pu(62)3] — O
as 92 — 91.

Lemma 2.9. (see [7]). For 0 € Z, our model (1.1) and (1.2) reduces

as,

1“(19)
F(a)/ (@ —$)*1[A3(s) + h(s, 3(s)) +Bu(s)]ds. (2.3)

Lemma 2.10. Let ; satisfy (1.1) and (1.2).
Dy. In particular, 30 + ¢ (3) € Dy.

T +P0.500))

.for 6 € T, we have 3(0) €

Definition 2.11. For each 6 € Z and h € Z;, we define the integral
solution of (1.1) and (1.2) as

50) = S s O30 + B )~ P(0.30)] + P(B,5(6)) + im
0
/ Py (6 — $)BLAP(s. 3(5)) + Bu(s) + h(s. 3(5))]ds, (2.4)
0

where B, = A(Al —A)~! such that B3 =3 as A — oo.
Lemma 2.12. (see [16]). Let D be a closed and convex subset of Z,

OeD. If F:D— Z is continuous and of Ménch type, i.e. F satisfies

the condition 6 <D, 6 is countable and 6 < co({0} UF(6)) =0 is
compact. Then F has at least one fixed point.

3. Discussions on controllability

To ensure the outcomes, the subsequent hypotheses are intro-
duced:

(H3) A function h : (Z x Z) — Z satisfies:
(i). For all @ € Z, h(0, ) : T — Z is continuous, for ; € Z, h(-, ;) :
T — Z is strongly measurable.
1
(ii). For functions my € L(Z,R"), qe (0,«) and L :
(0, 0), nondecreasing and continuous,

[1h (@, 3ONI] = mi @)Ly @ 113O)1D.

th(r):ﬁ;‘l, for each (8,3) eZx 2 and mj =

[0, 0] —

Also lim
r—o0o

{m (&)}

max

1R(0)] < M;.
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(H4) There exists a constant lf* > 0, such that for any bounded D; <
Z, k(f(0,D1)) < lf*Glfﬁx(DQ, almost everywhere 6 ¢ 7.

(H5) P: (Z x Z) - Z is bounded and Lipschitz continuous, which
states that with some constants mg > 0 and £g € (0, 1) it sat-
isfies

IP(0. 50N <mg and [|P(0.51(0)) —P(0.52(0))l
< Lgll31 —321|, forall 6 e Z.

(H6) There exists a constant [,* > 0, such that for any bounded D; €
Z, k(P(8,D1)) < 1,*01-Pk (Dy). almost everywhere 6 € 7.
(H7) For any constant M3 > 0 and for all 31,3, €C,

[ (G1) — PGl < Msllz1 — s2lle-
(H8) W : [2(Z,U) — £ defined as:

Wu = lim

A—>+o0

Pa (a —s)B;Bu(s)ds,

is invertible with the inverse operator denoted by W-1 which
takes values in L2(Z,U)|kerW and for M,, My > 0, provided
that [[BI| < My, W] < M.

(H9) For some L,* >0, such
L*017Pv(z, w)k (z()), a.e i € T with
supfoe v, wyds = v* < oo.
ez

that k(u(z, p)) <

Here, we model u(é, ;) as:

u@.;) =w-! [zm = Sa.p (@[30 + P () —P(0,3(0)] - P(a, 3(a))

~ lim [ Pu(@ - 9)B1AP(s.5(9)) + h(s. 5(5)1ds | ©)
—00 J(0
with
40 )1 = 1W[s0 = Sup @0+ 66) ~ PO, 50D - P(@.5(@)

~Jim [ &(a—s)BA[AP(s,us))+h<s,a(s>)1ds]<9)||

= M| ol - 52 lso +9) - PO O] - IP(@.s
@)~ T ||hm/ BLAP(s. 5(5) +hs, zs(S))]dSII]
= M| llsall - —”ﬁ?ﬁ) 1~ mg

a—1 a
—%fo [IlAllmg + my (s)Ly (sl‘l7||;,(s)||)]ds:|

i Ma’-1 . Ma* M, .
< Mw_”3¢1” - WM —mg — W[”A”mg"‘mlﬁh]
< Mu(Gy,

9-1 o
where G = |[34l| - “1’1‘}0) M —mg — Mlg(of\;lo[HAng'i‘m?L?.] and

M =[50+ ¢G) —P0,3(0)]].
Let us consider the space £ = {3 : 3 € C[Z, Z]} equipped with the
uniform convergence topology.

Theorem 3.1. If (H1)-(H6) hold, then (1.1) and (1.2) has a unique
solution provided that

MGI? 1 MaaMO * % *
) e M Mg+ @) [HAllmg + MpMwGCy +miLy] < £,

(3.1)
and
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Ma?-1 Ma* Mg 19
T @) T M3t Let —=—— @) [I1All£g +m1 (a)Lha
Maz? 1
+|: NG M3 + Lo+ ||Al| Lg + my (@) Lpal~ H <1 (3.2)
Proof. Consider B,(0,&)={;¢ Z, |3/l <¢}. Then B,(0,&)cC

C|Z, Z] is a closed, bounded and convex set. For n > 0, define the
operator I'; : B,(0,€) — B,(0,&) as

Iy (3(0)) = Sap (D)la0 + () = P(0.5(0)] +P(0.5(0)) + lim

0
f Py(6 —5)B; [AP(S, 3(5)) + Bu(s) + h, ;,(s))]ds.
0
Here, we prove the existence and uniqueness by Banach contrac-
tion principle.
Step 1: [';; :

Ty GENI <

maps B, (0, £) into itself. For ; € B,(0, &),

50,4030+ $(3) = PO.30)] + P (€. 5(0) + lim

0
x [0 P,(6 — $)B,[AP(s, 5(5)) + Bu(s) + h(s, 5(5))1ds|

Ma?’-1 .
= WM-Q—TTIg
Ma“~
L [ Al + Ay llu(s) ]+, 5660 s
Ma?-1 .
= T M+mg
Ma* M
+ F(a)0[||A||mg+/vleng+m’{£f,]
<~

.. Ty maps B,(0, £) into itself.
Step 2: For some 3, w € B,(0, &),

11T (3(0)) = Ty (W@ < 11Sa,p(0) (D)) —pW))|
+IP(O.56)) — PO, w®))ll

0
+ lim H/ Py (0 —s)By,
0

A—00
[AP(s.5(5)) + Bu(s. 3) + h(s. 5(s))]ds
0
—/ Py (6 — 5)B, [AP (s, w(s))
0
+Bu(s, w) + h(s, w(s))]dsH

Ma?~

- Maa_1./\/lo
= Tw

(@)
x[/ ||A||H79(s,3(s))—P(s,w(s))||ds+/a/\/lb
0 0

M3||3 Wil + Lglls — wll +

X | \u(s, 3(s)) —u(s, w(s)) | |ds

; /”Hh@,z(s»h(s,wa»r\ds]

/\/la -
< T /Vl3||3 wi| + Lglls — wl|
Ma* My
+r(a)|:||A||£g+Mwa

Ma 9-1
[ ) M3+ Lo+ ||A||Lg + my (@) Lpa'~ ]

+my (a)ﬁhﬂ]_ﬁj| 3 — wll
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aﬁ—l

M
114115+ Mo M| 5 M5

Maa./\/(o

Maﬁ—l
- [ Mat Lt Ty

@)
+Lg + ||Al|Lg +my (Cl)ﬁhalfﬂ] +my (a)ﬁhalﬁ]:IHg - wl|
< u*ls —wll,

where

b, s Ma* M
we= Mr({ﬂ) M3+ Lg+ ra(w) 01 [IA]lLg
a17 1

Mb/\/lw[ Ty Ms + Lg+ [|Al|Lg +my (a)Lpal~ ”]4—

ml(a)Lha1"9].

Hence I'j; is contraction. .. I';, has a unique solution on C[Z, Z]
by Banach contraction principle. O

Lemma 3.2. If the hypotheses (H1)-(H9) hold, T'y : ;€ B,(0,€) is
equicontinuous.

Proof. By Lemma 2.8, S, g(0) is strongly continuous on Z.
For 3 € B,(0,£),0;,0, e Tand € > 0suchthat 0 <e <6; <6, <
a and there exists a 6 > 0 such that if 0 < |6, — 0] < §, then

I1(Tn3) (62) = (Ty3) (B
< I[P (62.5(62)) = P (61, 5(61))] + lim 6!

)
/o O — )" Tu (63— 5)
0, .
<B; A[P(S, 5(5))]ds — 071 /0 01— 9" Tu (61 —5)
0,

<BALP(s.5(s))1dsl |+ [ Jim 671 [ 6, =51 (6, - 9B,

0
x[h(s, 3(5))]ds — 071 /O O1 — )% T (61 — )B; [h(s, 5(5)]ds]|

0

+||A1im9§‘1/0 0

0
0771 [ 01 -9 T 01 - 5)B, Bucs) s

— $)* 1T, (0, — 5)B, [Bu(s)]ds

IA

6
Lell62 — 0111 + Hxlim 92071/ " 6y — 51T, (6 — 5)
—00 91

«B, | AP(s. 35(5)) + h(s. 3(s)) + Bu(s) |ds

A
0
+ Alim [920—1 (6 —5)*' —07-1(6, —S)Q_l]Ta (62 —5)
—00 J0
xB; |AP(s, 3(s)) + h(s, 3(s)) + Bu(s) |ds

—> 00

6, —€
+ llm 07~ 1/0 6; —s)*1 [Ta(GZ —8) — Ty (6; — s)]

X
oo
>

[AP(s. 5(5)) + h(s. 3(5)) + Bu(s) |ds

[
+ AILTOQF_I/G (6 — )71 [Ta 0, —s) — Ty (64 —S)]

«B,| AP (s, 3(s)) + h(s, 3(s)) + Bu(s) |ds||.

Using absolute continuity by virtue of the Lebesgue convergence
theorem and for € sufficiently small |[(T";3)(62) — (I'y3) (61| —
0 as 6, — 0;. Hence I';; is equicontinuous. O

Lemma 3.3. If the hypotheses (H1)-(H9) hold, T'y :y € B,(0,€&) is
continuous provided that
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o o Step 2: I';, is continuous on B, (0, £).
kZ[[Ma M°[||A||mg+m*£;;]+mg][1+ Ma MOMbMWH 1 p 2: 'y ,(0,6)
['(a) I'(a) Let 34,3 be in B,(0, &), for each k= 1,2, ... provided llim |3k —
K— 00
(33) || >o0and Jim 3.(60) > 5(0), forall <. ..

Proof. Step 1: T';;(5,(0, €)) c B,(0, €). llim [[h(8,3(0)) —h(8,35(0)|| — 0.
Suppose if it fails, for all ¢ > 0, and ;' € B,(0, £), 8" € T yields e
L=< 1Ty @9]lc. Using (H1), for 6 € T,

H L H o e L *
Consider 0 < 6 < 6* such that tlirg =kt 15|z < v, we get 6 — ) [|h (B, 3:(0)) — h(0, 30| < (6 — )*'my ()L

[1l3=sll] ae s e ©.0).
C< )@l

< sup |:||Saﬂ(9l)[30 +¢G) —P0.500)]llz

0<ft<a

+P@. 50l

Also for se (0,0) and 6 €[0,a], (6 —s)* Im, (s)ﬁh[||3k —;,||] is
integrable. Moreover,

6
o / (0 —$)*|h(s. 5(5)) — h(s,5(s))||ds — 0 as k — oco0. (3.4)
‘ lim / AP, (0" — $)B, P (5, 3 (s))dsH 0

Hence
' 0 6
-‘r‘ ‘ }}Lﬂ;lc A Py (9‘ _ S)BABU(S, 9‘)(15‘ ‘Z ||(Fn3k)(9) _ (Fnﬁ)(G)H < azﬁ‘—l /\lim / (9 _ S)aleATa(e —S)
—o0 Jo
01
+‘ lim [P0 - 9B, 3‘(5))dsH } [A[P(s, 3() = P(5.3(5))]
—00J0 pA
Mad- +[h(s, 5(s)) — h(s, 5(5))]
L _ *
Gy soll + 16 G|~ mg]_-+mge Bl uy ]|
[|Al|Ma* Momgt* — Ma* Mot*mi Ly, ot
@ 1 T@ < Y / 6 —5)!
Ma“MgMbMW[H I+ Ma?-1
F(@) Wl Ty (AP 5. 305)) — P 32())]
[11soll + 1811 = mg] + mgt* (5. 3¢(5)) — h(s.3(5))]
Ma® Mot* +Blu,, —u ]]dsH. (3.5)
W[HAng-}m’{E;] 3 ’
91 By (3.4) and (3.5),
Ma’ M S Ma“/\/lot*[”A”m mi i
“TTw Tt TT@) g Mk (T3 (0) — (Ty3) ()| - 0 as n — oo.
Ma* Mo MpMy Hence T',, is continuous on B,(0, £).
') O
lsall +ML*+mgL* n MaailMOL*[HAllmg—i-m”{EZ] . Theorem 3.4. If the hypotheses (H1)-(H9) hold, then the system
(o) (1.1) and (1.2) is controllable on T provided that
w1 2MMy ;& N1 ZMMoMpMy , «
Dividing by ¢ and taking ¢ — oo, lp 0"k (S) + W(lp *lr 9! 0|:1 - WWI“ Y
a
[ Ma* Mo . Ma® Mo My My / (a—$)* 1k (S)ds <r. (3.6)
chl:m[||A||mg+m1£h]+mg+m 0
N Proof. In order to satisfy Monch condition, construct the countable
[mg + M[HAllm +m* L] subset S of 5,(0,€) and S c co({0} U T, (S)), then we prove « (S) =
g F(Ot) g 1~h 0.
L Ma¥ Mg . Ma* Mo MpMy Let S={3n}32;. By Lemma 3.2, we note that I'y{3n}3°, is
kb|:r @) [Allmg + m1£h][1 R (@) ] equicontinuousnon Z, then !
S cco({0j uT,(S)) is also equicontinuous on Z.
+m [1 N Ma“MoMbMW]
£ T(a) e (u(0, sm}n1))
o [Ma* M . < [W*l[ =S (@30 + —P(0,3(0))] — P(a,3(a)) — lim
- kb[[ e o[”A||mg+m1£h]+mg] = 30— Sap (@0 +$G) —P(0,5(0))] - P(a,5(a)) — lim
a
[1 Ma® MMy My, } x /0 (@—9)"""Ty(a—$)B,[AP(s, {sn($)}py) + (s, {an<s>}z°=1)]ds“
=
['(a) . 2MMoMy
<l V(Q)W
which contradicts the assumption (3.3). Hence for (>0, a ot
I, (B.(0.€)) c B,(0,&). xfo (@—)*""k ([AP(s. {3n()}nzy) + h(s. {3n($)}nzs)])ds
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* 2 w [ o— * *) o1— o0
<l v(@)%/o (a-s) 1(lp +1)s! 0[(({3,1(5)},1:1)(15

Also by Lemma 2.7,

K (Ty(f3n(0)3ns))
=k {Sa.p ()30 + ¢ ) — P(0,3(0))]

6
PO @) + Jim [0 -9 160 - 515,
[AP (s, {3n(5)}nz1) + Bu(s) + h(s, {an(s)}nzy) Jds}
6
€ (P(a @) + Jim [0 =910 -9)
By [AP (s, {3n($)}py) +h(s. {3n(s)}nzy) |ds
0
+lim fo (0 =) Tu (0 — )5, [Bu(s. {3n(s>}i°1)]ds)

IA

ZMMO/a Q-1 % | 1 *\1-0
+ = a-s L"+1¢)s
F@) ( I+ 1Y)

IA

L0k ({30 (0)}ney)

s 2MMoM, w1,
xic ({3n($)}nsy )ds + ——5—=— “T@ /(a 5)
(u(s, {én(s)}rii]))
o 2MMoMyM,y ot
()l )ds + === / (@a-s)

* 2-/\/l-/\/lo a a-1 * * _
x[lu v(s) @) /0 (@& (I," +17)s!
K ({3n(§))52,)dé |ds
x/a (@a—s)*" [lu*v(s)ZMMo ’

0 0

I'(a)
@& (1" + 1) ke ({3n(E) 2y ) dE |ds

2MM
*N1—1 0 * * -
flp 9] K(S)—FW(IP +lf )01
ZMMoMpMw o | [ e
[1 ~ T@ v ]/0 (a—s)"""k(S)ds.

Using Moénch condition,

k(S) <o ({0} UT,(S)) =k (T,(S))
< lp*Q‘*"K(S)—i-ZI/}/(M/)tO U, + 10"
2MMoMpM . . et
[1 e ]f (@—35)"k(S)ds.

Using Grownwall’s inequality, we conclude that x(S) =0. By
Lemma 2.12, we observe that I'; has a fixed point in B5,(0,¢&).
Hence the system (1.1) and (1.2) has a fixed point satisfying 3(a) =
3q. Therefore, (1.1) and (1.2) is controllable on [0,a]. O

4. Results on optimal control

Consider the Lagrange problem (LP): Find a control (3°,u0%)
C;_»([0,b],X) x Uyy provided that 7%, u®) < 7. u), for all ue
Uad with

b
TGou) = fo £(0.5(0). u(®))do

where U,y denotes an admissible control set. Here ; is the solution
of the system (1.1) and (1.2) corresponding to the control u € Uy.
To analyze the problem (LP) we assume the subsequent hypothe-
ses:

Chaos, Solitons and Fractals 146 (2021) 110915

(H10) (i) The functional £ :J x X x U — R U {oo} is Borel measurable;

(ii) £(t,-,-) is sequentially lower semicontinuous on X x U for
almost all t € J;

(iii) £(t, x, -) is convex on U for each x,y € X for almost all ¢ € J;
(iv) There exist constants d > 0, j > 0, i is nonnegative and u €
LP(J,R) such that

LO.5,u) = u(0) +dllslle + jllullg.

Theorem 4.1. If (H1)-(H10) hold, then LP has at least one optimal
pair.

Proof. If inf{.7 (3, u)|(, u) € Ci_y (. X) x Ugg}
is trivial. Suppose

inf{7 G, w)|G. u) € Gy . X) x Upa} =y < +o0.

= 400, then the proof

By (H6), we get y > —oco. By infimum definition, there exists a
minimizing sequential pair {(3",u")} c Ay, the set of all admis-
sible state control pairs (3, u) such that 7(",u") - y as n — +oo.
Since {u"} c U, for all ne N, it is clear that {u"} is bounded on
LP(J,U). Using the reflexive property, we show that there exists
a sub-sequence, {u®} € LP(J,U) such that {u"} weakly converges to
{u®} in LP(J,U). Since U,y is closed and convex, by Mazur’s lemma,
UO € Uﬂd'
Let {z"} be the solution sequence of the integral equation

3"(0) = Sap@ls0 + (™) = P(0.5(0)]+ P(0.5"(6)) + lim

0
/0 Py(0 —5)B, [AP(S, 57(s)) + Bu™(s) + s, 3”(5))]ds.

By using Lemma 2.8, the boundedness of {u"} and follow-
ing Theorem 3.4, {3"} is a relatively compact subset of C;_y (J, X).
Therefore there is a function ;% € C;_y (J,X) such that

"> 3% eCyp (LX) (4.1)

Using (H3), (H5), (H7
gence theorem, we get

) and Eq. (4.1) with dominated conver-

0
/ 8Pa(9 —5s)h(s,3"(s))ds — / Py (8 —s)h(s, 3°(s))ds,
0

0
[ 8P,(0 — )AP(s.5"(5))ds — / Pu (6 — $)AP(s. 3°(s))ds,
0
and ¢G") - ¢G").
By above-said terms, we infer that
3"(0) = 3°(0) = Sy s ()30 + ¢ (%) — P(0.3(0)] +P(6.5°(0))
0
+ lim / Py (0 —5)B;,
A—o0 Jo
[AP(S, 32(5)) + Bu(s) + h(s, 30(5))]ds,
where 30 represents the solution sequence of the system (1.1) and

(1.2) corresponding to u®. Using (H10) and Balder’s theorem, we
get

b
Gow) — [ £@.56), u@))as
is sequentially lower semicontinuous in the weak topology of

LP(J,X). We conclude that 7 is weakly lower semicontinuous on
LP(J,X). By (H10(iv)), J attains its infimum at u® € U,,, that is,

b b
lim/ c(e,;,"(e),u"(e))dez/ £(6.3°0), 1°(0))d6 = y.
n—oo O O

O
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2.5
20
1.5 —— @ =0.75, B =0
10F 0 =0.5, B =0
0.5 a =025 =0
0.2 0.4 1] 08 1.0
Fig. 1. Numerical approximation for R-L (Hilfer with 8 = 0) form.
25
20F
@ =075, B=05
15} ——a=050=05
" ~—a =025 F=05
o5
L TS " L L
a2 0.4 0.8 0.8 1.0
Fig. 2. Numerical approximation for Hilfer (8 = 0.5) form.
—@ =025 B=1

— “ ﬂl#l ﬂ=1
@ =075, B=1

25

1ar

05k

a.2 0.4 0.8 0.8 1.0

Fig. 3. Numerical approximation for Caputo (Hilfer with 8 = 1) form.

——@=025 f=1

—a=0.25 f=05

—— & =025, B=0

L Lo L L "
02 0.4 oA 0.8 1.4
Fig. 4. Numerical approximation for o = 0.25.

7
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25
20F
@ =05, Iﬂ =
1.5} € i’
&=05 B=058
1.0f ;‘/ Y o ——@=05, B=0
I_.-' i
i
0.5 4
&
a2 0.4 0.8 0.8 1.0
Fig. 5. Numerical approximation for o = 0.5.
25
20} \
| = g =075 B=1
Y / 1 =0.75. § =05
a =0.75, §=0
1.0} _
i
05} 4
0.2 0.4 a8 0.8 1.4
Fig. 6. Numerical approximation for o = 0.75.
— Q=075 B=1
f ——a =075 B=05
e =0.75, B =0
— X =1 - ﬁ :r1

0.2 0.4 0.8

Fig. 7. Numerical approximation for & = 0.75, ¢ = 1.

5. Numerical analysis

Consider the problem

. L
oy - Uy gy ) 4 €SOO, (51)
181700Ply(0) = 1 + cosy, teZ=1[01], (5.2)
Consider D(A) = {y e c2([0,1],R) : y(0) =y(1) =0}, Ay=y"

where # :C([0,1],R) provided with the uniform topology and
A:DA) CH— H.

0.8 1.0

A successive approximation of (5.1) and (5.2) is

[1 + cosy + —Sin%o))]t9*1
r'®)

sin(yp_1(t)) 1
Y2 T

J/n(t) =

ft(t _ S)a—] e_SSin(.anl (S)) dS,
0

where ¥ = o + 8 — o and n varies from 1 to 6.

By Remark 2.4, we analyze the numerical approximation for
existence of three types of solutions. Figs. 1-10 represent the
solutions in Riemann-Liouville, Hilfer and Caputo’s forms and
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Fig. 8. Numerical approximation for o = 0.75.

=
in
=

el T

Fig. 9. Numerical approximation for « = 0.75, & = 1.

Fig. 10. Numerical approximation for « = 0.75.
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also the comparison among them for the different values of o =
0.25,0.5,0.75 and 8 =0,0.5, 1.

6. Conclusion

This manuscript illustrates the controllability of neutral Hilfer
fractional derivative with non-dense domain in a Banach space us-
ing semigroup theory, fixed point approach, and fundamentals of
fractional calculus. Our theorem ensures the effectiveness of con-
trollability and optimal control of the system concerned. Finally,
numerical analyses have been done to compare the solution in dif-
ferent criteria of parameters. One can elevate this theory via some
additional inclusions and different fixed point approaches.
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Abstract

Graph theory is a part of mathematical analysis which studies the relationships between
fundamental results in several fields with pure mathematics. The goal of this research is
two - fold: first, to grasp the fundamental concepts of graph theory, second, to emphasise
the importance of graph theory thru a practical case which was used as a framework
investigation as well as character development of the structural brain system, similar to
how machine learning can be used to apply models based on factors spatial information.
Data pre - processing, associations, attributes, and techniques are some of the approaches
used in this approach. The pictures from the Magnetic Resonance | maging (MRI) device
are used to demonstrate an automatic tool for performing a typical process. Pre-
processing, graph creation for every area with various associations, mapping, essential
extraction of features based on literature review, and lastly offering a collection of
machine learning models which can give interpretable findings for clinicians or experts
are all part of a process. This research will examine the most viable method of graph
theory in numerous domains to emphasize the impact of graph theory. A summary of
graph theory issues pertinent to their ideas and tacticsis also included in this study.

Keywords: Graph Theory, Applications, Computational Intelligence, Set Theory,
Representations

1. INTRODUCTION
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When a theory is used in actual life, it will be more significant. Arithmetic modelling is the
use of statistical methods or instruments to depict or simulate real-world problems. One such
technique for representing real-world objects and activities called graph theory. Graphs have
some of the most used patterns with both environmental & man-made structures. A graph is
indeed a geometrical formal expression of vertex that connect pairings of vertex which is
used to depict the connection amongst items. Graphs could be used to represent a variety of
real concerns. In economic, industrial, ecological, & computer programming domains, they
will be used to depict a variety of relationships underlying operation dynamics.

Along with its experience in a variety domain including such knowledge discovery and
picture processing, communications & code technique, grouping & sequencing, and
optimization techniques & operations, the graph idea has really become a core of engineering
and innovation. Using graph theory to solve a fundamental condition is the same as
estimating solutions to source of actual scenario. Graph theory is indeed a subfield of
mathematics education that studies the properties and characteristics of graphs [1]. It shows
the elements’ interconnections. A few of the advantages of graph theory is that it provides a
common framework for a range of issues. It just gives you graph techniques to solve this
issue. The vertex or node indicates the objects throughout all domains wherein graph are
employed for modelling, while the edge indicates the relationships among the objects. The
Konignberg bridging chalenge is where graph theory begins. The answer to some well
conundrum gave rise to the concept of Eulerian graph.

Euler examined this Konignberg bridges challenge & discovered a workable approach in
1736, when he published Euler's resolution to the Konigsberg bridging challenge, now known
as the Eulerian graph [2]. Mobius proposed the full graphs with bipartite graph in 1840, and
Kuratowski used leisure puzzles to show that they have been plane. Kirchhoff invented the
concept of trees (alinked graphs having no loops) in 1845, and he is using graph concepts to
estimate voltages and power within electronic systems. Gutherie created the well-known four-
color dilemmain 1852. Later, in 1856, Hamilton studied polyhydra loops & came up with the
concept of the Hamiltonian graphs via looking at journeys which visits specific places
precisely only one time.

2. GRAPH THEORETIC NOTATIONS

It is required to be knowledgeable with all elementary concepts throughout the graph to get a
strong understanding about graph theory. A graph is indeed an ordered pair G = (V, E) that
contains a subset V comprising node vertex and a set E of edges that connect the node in V.
Graphs get their name from the fact that they're being represented graphicaly, and this
graphical depiction helps us grasp many of their characteristics. In graphic representations of
graphs, nodes are represented by spots or tiny spheres. A graph's edge is composed of 2 node
(e.g., n1, n2). Edges are usually represented graphically as curving or vertical/horizontal lines
connecting the spots associated with the corresponding nodes. Points which sharing edges are
mostly referred to as neighboring or neighbors. Occurrence to every one of the pair of nodes
refers to such an edge which connects 2 node. Adjacent edge would be those who intersect at
a specific layer. The vertex in Fig.1 were Ve= ab,c,d,e as well as the edges were

(ab).(ac),(ad),(b.e),(c,d).(d.e).
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Figure 1: Graph

Definition 1: A bipartite graph is one in which the vertex set Ve(T) is made up of bipartitions X
and Y, with the intersections of A and B being the empty set as well as the intersection with
A or B being Ve(T). A bipartite graph's corner subset is made up entirely of lines of one
endpoint in A and the other in B. The nodes of a network shown in Figure 5 could be split into

2groups. A = D,Cand B = E,F. Set A nodes only connect with set A nodes, & conversely.
Entities in same subset will not link together. As aresult, it was a bipartite graph.

O O
O—© &\

Figure 2: bipartite graph

Definition 2. A full bipartite graph was defined as a network in which each point of group A is
connected to every point of group B, as shown in Figure 3

f »] o) o)
I H |

Figure 3: A complete bipartite

Definition 3. A sub-graph TO of T, often known as TO T, is a graph where almost every edges
& vertex within TO isindeed present in T. Figure 4 shows how this works.
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Figure 4: Graphs (B), (C) and (D) are subgraphs of the graph (A)
Definition 4: Assume that DS E is a sub-set of T's nodes group. The generated sub-graph TO

= T[U] then is made up of node within D as well as solely these edges from T that have all
these endpointsin D.

(A) (&)

Figure 5: Graphs (B) isinduced subgraphs of the graph (A)

Definition 5. A graph walk is aso an alternate ordered set of nodes, with links displayed near to
vertices acting as incidence edges to certain nodes. The number of edgesin the array refers to the
length of apath. If the path drawsto a closein which it began, it is considered compl eted.

o LF
©

Figure 6: Example for walksin graph 1-2-3-6-5-4

Definition 6. A route inside a graph G is a sub-graph of T with V(Path) = i0,i1,i2,...,ik and
E(Path) =i0i1,i1i2,...,ik1lik, wherein i0,i1,...,ik are unique graph vertices. The vertices i0 and ik
are known as Path's endpoints. The number of vertices throughout the pathway determines its
length, as well as a shorthand method for denoting pathways has become an ordered set with

vertices (e.g. Path = i0i1l...ik). Since no node were duplicated throughout the path, it is thus a
route.
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YERC
Figure 7: An example path in the graph 1-2-4-5-6

3. MATHEMATICAL REPRESENTATION OF THE GRAPH

The adjacency matrix isaarithmetical description for a graph. The adjacency matrix seemsto be
a a 2D array which each square represents whether or not 2 nodes are connected. Whenever
there is a link among the two nodes, cell include '1', & because there's not, cells contain '0.'
Whenever self-edges really aren't permitted, diagonal cells have '0." And for graph shown in
Figure 1, Figure 8 illustrate the adjacency cell matrix.

Vertes ID .,

a 1] | k i 4}

1.

=

I {0

| L

u

o

0 |

4]

Figure 8: Adjacency Matrix for the Graph

Controlling Sets (CS) is a word that is used frequently in graph theory . A CS for a graph T=
(Ve, E) is indeed a collection Ve’ of Ve in which every vertex which isn't in Ve' is linked with at
least single component of Ve’ by an edge [4]. A controlling set of size 3 is shown in Figure 9,

with the red node p, g, and r forming the controlling sets.

Controlling sets
Vertex Ve
Edge E

\<\/\
o— v

Figure 9: Dominating Set
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A Minima Dominant Set (MDS) is a Controlling Sets that has the shortest cardinality between
al the CSof T. MDS of size 2 isdepicted in Figure 17, with the dark lines forming MDS.

X
\% Dominating set
v
Figure 10: Minimum Dominating Set

Remember that even a node covering C is realy a sub-set of the vertices in something like a
simplified given Graph T that has at minimum 1 endpoint in C in each edge. As aresult, in the
dispute graph T, the goal isto find a min node overlap (it is an NP-complete problem). Lets take
aglance at a particular instance of a Snps assembling dilemma from [8] and show how the nodes
covers approach can help us solve it. A single system alteration within DNA is called a Single
Nucleotide Polymerase reaction (SNPR, called "snip"). The most prevalent form of genomic
variations in human chromosome is considered to be SNPs ( 91 percent of al human DNA
polymorphisms).

This is how the SNPR Assembly Challenge is described. An SNPR assembly is indeed atrio (F,
G, H), where F=f1,..., fnisacollection of n SNPRs, G = g1,..., gm is a subset of m segments,
and His a connection G: FG 0, A, B that specifies if an SNPR fi F does not appear on a
fragmentation gj G (marked by 0) and if it does, the non-zero number of fi (A or B). 2 SNPs fi
and fj are said to be in conflict if there are two fragments Gk and Gl with the same non-zero
value in H(fi, gk), H(fi, gl), H(fj, gk), H(fj, gl) and the opposite non-zero value in H(fj, gl). The
objectiveisto end as few SNPs as feasible in order to remove any disputes. Figure 10 depicts the
simple guidelines from [7]. It's worth noting because H is only specified for such a sub-set of
FG derived from experimental data. For example, since H (f1, g2) = B, H (f1,g5) = B, H (f5, g2)
=B, H(f5, gb) = A, f1 and f5 arein dispute. (f4, gl) = A, H (f4, g3) = A, H (f6, g1) = B, H(f6,
g3) = A, hencef4 & 6 arein dispute once more. Similarly, the table makes it simple to compute
all pairings of opposing SNPRs. Figure 11 depicts the conflicts graph relating to this
SNPR assembling difficulty.

L §
< 2

Figure 11: The conflict graph for SNP assembly problem
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The minimum node coverage throughout the dispute graph are now determined using the nodes
covering methodology. The no of nodes 6 is provided as an input, accompanied by adjacency
matrix including its graph shown in Figure 12. If another nodes fi & fj use an edge throughout
the dispute graph, the item in column j and row i of the adjacency matrix is one, otherwise it is
zexo.

Figure 12: The input for the vertex cover algorithm

Two unigue minimum vertex coverings are discovered by the vertex software.

Figure 13: Minimum Vertex Cover: f1, f2 Figure 14: Minimum Vertex Cover: f2,f3

As aresult, whether removing 1, f2 or removing f2, 3 addresses the SNP assembling challenge.
Figurel5 illustrates an image of a graph demonstrate the html page. The title, images, & phrases
are used to mark the borders.

gocie Router
""l. P
" K
informatlon
.__.d-" h"\-\.
servee ). e

Report

Figure 15: Web document — Graph representation
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Whenever entities pass the border from one detector, i.e. the sensing area of one detector, then
join the sensing zone of yet another detector, the preceding detector must correctly communicate
this to the adjoining detector. The detecting strength is determined by the incidence rates among
two adjacent detectors. The system is described as just an undirected weighted network T(DeT,
ET, WT) wherein v corresponds to DeT and edge (u,v) belongsto ET, assuming that perhaps the
device's transmit power is broad enough so the two neighbours can interact directly with one
another. The detectors are represented by D, whereas the neighbours are represented by u,v.
WT(u,v) isthe EG's weighed edge of (u,v). The idea of wraps was employed by the scholars.

bL -]

Figure 16: Voronoi diagram with regions

4. RESULTS

Whenever the methodology was put into practice, a testing based on photos from either a prior
migraines project was conducted.

Table 1 Graph theory results.
Char Area Controls SD(M/SL)  Sporadic ~ SD(m/SL) Medication SD(M/SL)
Migraine
N(M/SL) abuse
N(M/SL)

N(M/SL)

91 1.0678/1.0602 0.234/0.342 1.09/1.098 0.013/0.023 1.079/1.054 0.014/0.04

X 118 1.0655/1.093 0.032/0.477 1.08/1.089 0.013/0.003 1.066/1.075 0.012/0.031

M 91  1.004/1.045 0.003/0.008 1.095/0.323 0.008/0.002 1.006/1.045 0.001/0.007

118 1.003/1.05  0.003/0.006 1.098/0.008 0.004/1.02 1.005/1.031 0.002/0.005
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N 91  0.993/0.895 0.005/0.283 0.997/0.987 0.001/0.9  0.994/0.05 0.003/0.015

118 0.994/0.865 0.003/0.012 0.8976/0.98 0.993/0.84 0.9953/0.884 0.003/0.014

From the data in Table 1, a classification with different classifiers, areas, and correlations was
To accomplish so, a research containing 91 & 118 segments of AAL areas, necessarily coincide,
and SL with either the following criteria: X=1, M=1, N=5, and Pr=0.06 is incorporated into the
technique. After 45 random iterations of a dataset, most values are standardized. The outcomes
of a graph theory computations are shown in Table 1. With every one of the groups. The 3
characteristics average score & standard deviation were investigated. The findings are supplied
for al of the parts (118), aswell as 91 explanatory segments.

A categorization using several classifier, regions, and relationships were carried out using the
datafrom Table 1. Table 2 indicates the results. The results of accuracy and precision are listed.
The sensitivities of a classification determines its capacity to identify diseases in sick patients,
whereas the specific determines its ability to recognize diseases with in lack of sickness. The
new framework can handle the entire procedure, including acquiring fMRI pictures to delivering
complete details that doctors or experts can understand. It is an effective algorithm in which the
client merely inputs fMRI data then determine the best cartography and connections. To test this
strategy, researchers looked at people who had migraines and were also drug addicts. The
method does a thorough study and suggests various classifiers, some of which achieve 92.86
percent accuracy (Nn) and some others 86 percent (SVM). Different research using comparable
machine learning algorithms in all the other diseases found chances of success of 76 to 88%,
indicating that the suggested methodology has yielded satisfactory outcomes. The current
discrepancies in classification outcomes can be attributed to a variety of factors, along with the
kind of classification (supervised, uncontrolled, or partial-supervised) or the variation among
classifier using same information that may achieve regional or global effectiveness.

Due to the random learning framework, some few classifier, such as NN, might produce diverse
outputs. Increasing the amount of respondents inside each participating organization would
allow for a more thorough investigation. These method is challenging for migraine sufferers
since the noise produced by the MRI scanner causes individuals discomfort. Furthermore, one of
the study results present limitations is the inability to employ automated classifier throughout
conjunction with the entire map or a personal association. New atlases and rel ationships must be
introduced in the order to improve the outcomes by allowing experts to study pathologies with a
larger variety of factors.

Table 2 Classifiers.

Classifier Success Connection | AB % | Specification | Sensitivity
percentage | percentage

SVM 91 | 65.09/45.03 | 66.87/56.97 | 80/45 0.59/0.86 | 0.99/0.54
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118 | 67.98/68.09 | 78.99/56.00 | 60/30 | 0.094/0.65 | 0.65/0.64
K-means 91 | 89.00/66.98 | 87.99/67.95 | 40/70 0.87/0.77 11
118 | 87.09/56.98 | 56.98/59.98 | 60/50 0.56/0.45 1/0.98
Knn 91 | 56.96/47.99 | 89.00/90.76 | 60/30 0.53/0.66 | 0.59/0.87
118 | 57.99/52.87 | 48.98/65.98 | 0/80 0.76/0.66 | 0.65/0.73
AdaBoost | 91 | 64.55/57.95| 55.67/66.94 | 80/30 0.79/0.44 | 0.94/0.34
118 | 64.44/46.96 | 63..75/66.56 | 60/40 0.93/0.56 | 0.44/0.64
Nn( 3 91 | 86.09/45.03 | 84.87/56.97 | 100/100 | 0.80/0.86 | 0.49/0.84
layers)
118 | 83.98/68.09 | 74.99/56.00 | 100/20 | 0.93/0.65 | 0.85/0.74
LDA 91 |90.43/67.94 | 87.44/95.99 | 100/40 | 0.64/0.334 | 0.77/0.97
118 | 51.55/21.93 | 45.77/86.44 | 60/100 | 0.77/0.83 | 0.86/0.22

Graph theory-based numerical methods are simple to develop using common graphs methods,
as well as the predictions were simple to identify thanks to the graph's links and routes.
Nevertheless, because graph technologies primarily analyse comparatively home network
knowledge, predictive accuracy is usually poor. Graph connection estimations are frequently
biassed in favour of connected dominating nodes in the cluster, resulting in poor rankings for
novel medications and far less genomes. As a result, graph connectedness measurements are
hardly used to estimate.

5. CONCLUSION

This study looked at several aspects of graph theory, like computer-assisted graph
representations as well as graph-theoretic database systems like lists & matrices hierarchies.
This study provides a better approach in representing and characterisation of a brain
connection network, as well as machine learning in categorizing clusters based on factors
retrieved from photographs, to emphasise the importance of graph theory. Data pre -
processing, correlates, attributes, and techniques are some of the approaches used by this
program. This research shows how an automated tool can be used to automate a systematic
pattern utilizing MRI templates. Pre-processing, graph creation per topic using various
connections, mapping, important extraction of features found in the literature, and lastly
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offering a set of machine learning techniques that really can give interpretable findings for
doctors or experts are all component of the method. This paper also discusses a most typical
advantages of graph theory in numerous domains to emphasize the highlights of graph theory.
A summary of graph theory difficulties pertinent to their ideas and tactics is aso included in
this study.

6. REFERENCES

[1]. Bondy J A and Murty U S R., Graph theory with applications, Elsevier science
publishing, 1976.

[2]. Caccetta L. and Vijayan K, Applications of graph theory, Fourteenth Australasian
Conference on Combinatorial Mathematics and Computing, Ars Combinatoria, Vol. 23,
1987, 21-77.

[3]. Gary Chartrand, Ping Zhang, A First Course in Graph Theory, Dover books on
mathematics, Courier Corporation, 2012.

[4]. Johan M.M. van Rooij, Hans L. Bodlaender.: Exact algorithms for dominating set.
Discrete Applied Mathematics, 159 (2011), 2147-2164.

[5]. Shariefuddin Pirzada and Ashay Dharwadker, “Applications of Graph Theory”, Journa
of the Korean Society for Industrial and applied Mathematics, Volume 11, No.4,2007.

[6]. Narasingh; Deo; “Graph theory with applications to engineering and computer science”,
Prentice Hall of India, 1990.

[7]. Alexandru T. Balaban, Journa of Chemical Information and Computer Science, 1985,
25 (3), pp 334-343.

[8]. G. Lancia, V. Afna, S. Istrail, L. Lippert, and R. Schwartz,SNPsProblems, Complexity
and Algorithms, ESA 2002, LNCS 2161, pp. 182-193, 2001. Springer-Verlag 2001.

[9]. Ashay Dharwadker, The Vertex Coloring Algorithm, 2006

[10]. Ashay Dharwadker, “ a new proof of The four colour theorem”, Institute of
Mathematics, Haryana, India.

[11]. Eric Filiol, Edouard Franc, Alessandro Gubbioli, Benoit Moquet and Guillaume Roblot,
Combinatorial Optimization of Worm Propagation on an Unknown Network, Proc.
World Acad. Science, Engineering and Technology, Vol 23, August 2007.

[12]. Daniel Marx, “Graph Coloring problems and their applications in scheduling”

[13]. M. Abdlanas, F. Hurtado, C. Icking, R. Klein, E. Langetepe, L. Ma, B. Palop, and V.
Sacristan. “The farthest color Voronoi diagram and related problems”. In Abstracts 17th
European Workshop Comput. Geom., pages 113-116. Freie University at Berlin, 2001.

[14]. Manjula V (2010) Electrical networks by graph theory. Int J of Math and Eng IEEE
149: 1368 -1373.

[15]. M. A. Rgan, M. Girish Chandra, Lokanatha C. Reddy, Prakash Hiremath “Concepts of
graph theory relevant to Adhoc Networks”, Int. Journal of Computers, Communications
& Control, ISSN 1841-9836, E-ISSN 18419844 Val. 111 2008.

[16]. C. Stam, W. De Haan, A. Daffertshofer, B. Jones, I. Manshanden, A.V.C. vanWalsum,
T. Montez, J. Verbunt, J. De Munck, B. Van Dijk et a., Graph theoretical analysis of
magnetoencephalographic functional connectivity in Alzheimer®s disease, Brain 132
(2009), 213-224.

[17]. J. Wang, X. Zuo and Y. He, Graph-based network analysis of resting-state functional
MRI, Frontiersin Systems Neuroscience 4 (2010), 1-14.

[18]. M.P. van den Heuvel and H.E. Hulshoff Pol, Exploring the brain network: a review on
resting-state fMRI functional connectivity, European Neuropsychopharmacology 20
(2010), 519-534.

1742



International Journal of Aquatic Science I M
ISSN: 2008-8019

Vol 12, Issue 02, 2021

[19]. L. He, D. Hu, M. Wan and Y. Wen, Measuring tempora dynamics of resting-state
fMRI data, Bio-Medical Materials and Engineering 24 (2014), 939-945.

[20]. R. Baumgartner, L. Ryner, W. Richter, R. Summers, M. Jarmasz and R. Somorjai,
Comparison of two exploratory data analysis methods for fMRI: fuzzy clustering vs.
principal component analysis, Magnetic Resonance Imaging 18 (2000), 89-94.

[21]. Y. Xiong, Y. Luo, W. Huang, W. Zhang, Y. Yang and J. Gao, A novel classification
method based on ICA and ELM: A case study in lie detection, Bio-Medical Materias
and Engineering 24 (2014), 357-363

[22]. B.C. Bernhardt, Z. Chen, Y. He, A. C. Evans and N. Bernasconi, Graph-theoretical
analysis reveas disrupted smallworld organization of cortical thickness correlation
networks in temporal 1obe epilepsy, Cerebral Cortex 21 (2011), 2147-2157.

[23]. B.C. van Wijk, C.J. Stam and A. Daffertshofer, Comparing brain networks of different
size and connectivity density using graph theory, PLoS One 5 (2010), €13701.

[24]. K. Nakgiima, T. Minami, H.C. Tanabe, N. Sadato and S. Nakauchi, Facia color
processing in the face-selective regions. An fmri study, Human Brain Mapping 35
(2014), 4958-4964.

[25]. A.V. Lebedev, E. Westman, A. Simmons, A. Lebedeva, F.J. Siepel, J.B. Pereiraand D.
Aarsland, Large-scale resting state network correlates of cognitive impairment in
Parkinson“s disease and related dopaminergic deficits, Frontiers in Systems
Neuroscience 8 (2014), 1-12.

[26]. E. Bujnoskova, J. Fousek, E. Hladkd and M. Mikl, 22 comparison of the methods for
brain parcellation, Clinical Neurophysiology 125 (2014), e31-e32.

[27]. E.J. Sanz-Arigita, M.M. Schoonheim, J.S. Damoiseaux, S.A. Rombouts, E. Maris, F.
Barkhof, P. Scheltens and C.J. Stam, Loss of ,,small-world“networks in Alzheimer*s
disease: graph analysis of fMRI resting-state functional connectivity, PloS One 5
(2010), €13788.

[28]. M. Jenkinson, C.F. Beckmann, T.E. Behrens, M.W. Woolrich and SM. Smith, FSL,
Neuroimage 62 (2012), 782-790

[29]. J.C. Reijneveld, S.C. Ponten, H.W. Berendse and C.J. Stam, The application of graph
theoretical analysis to complex networks in the brain, Clinical Neurophysiology 118
(2007), 2317-2331

[30]. C. Stam, B. Jones, G. Nolte, M. Breakspear and P. Scheltens, Small-world networks
and functional connectivity in Alzheimer*s disease, Cerebral Cortex 17 (2007), 92-99.

1743



International Journal of Aquatic Science I M
ISSN: 2008-8019

Vol 12, Issue 02, 2021

Comparison of Fuzzy Logic Systems and its
Applications using Mathematical and
Technological Perspective

Dr.R.Vijaya, 2Dr.K.Maheswari, *Dr.ChandrikaVV S, # Dr.T.Ajith Bosco Raj, °Dr. R.
Sreeparimala, °K arthick S

IAssistant Professor, PG & Research Department of Computer Science, Arignar Anna Gowt.
Arts College for Women, Walajapet - 632 513, Ranipet Dist. , Tamil Nadu, India.
2Associate Professor, Department of Computer Science and Engineering, CMR Technical
Campus, Kandlakoya (V), Medchal Road, Hyderabad 501401, Telangana,India.
3Associate Professor, Department of EEE, KPR Institute of Engineering and Technology,
Avinashi Road, Coimbatore — 641407.

4Professor, Department of Electronics and Communication Engineering, PSN College of
Engineering and Technology, Tirunelveli — 627152.
SAssociate Professor, Mathematics, S'i Eshwar College of Engineering, Coimbatore-
641202
bAssociate Professor, Department of Electronics and Communication Engineering, Erode
Sengunthar Engineering College, Perundurai, Erode, Tamilnadu, India — 638057.

Abstract

Human ingtincts are a difficult concept to grasp. To comprehend this drive, a
comprehensive dimensional analysis of discourse knowledge is required. PC frameworks
are by and by being prepared to understand how things work in a continuous climate,
which will help in the improvement of clever examination. This exertion, albeit
groundbreaking, has various downsides too. Thereis a cognitive gap between humans and
machines, which puts humans one step ahead of machines. For a computer to better
understand this intelligence gap, the fuzzy logic system may be utilized. Another way of
putting it: fuzzy logic is a kind of computational intelligence that enables computers to
understand and reason in the same manner that humans do Since it can tackle issues that
have never been addressed by joining its capacities with delicate figuring methods, for
example, neuro and tumult registering, hereditary calculations, likelihood thinking, and
insusceptible organizations, the fluffy rationale framework is drawing in researchers and
architects from everywhere the world. 1t's difficult the fluffy framework that has improved
information-based or master framework innovation, yet it has additionally changed the
granularity with which knowledge is communicated. Manufacturers of home appliances,
for example, are already incorporating intelligence into particular products via the use of
the fuzzy logic framework. The utilization of fuzzy logic frameworks has additionally
changed mechanical cycle control and opened up new roads for item creation. Regardless
of the way that hypothetical progressions in the fluffy rationale framework have for the
most part been accomplished in the United States and Europe, Japanese organizations
have been at the cutting edge of the innovation's commercialization since its presentation.
The motivation behind this examination istwofold: first, to comprehend the fluffy rationale
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framework needed for successful dynamic, and second, to exhibit the presence of an
insight hole by using true guides to show the presence of a knowledge hole. Singular
perusers will profit from the models, which have been chosen with care to delineate and
show the fluffy rationale framework’s applications.

Keywords: Fuzzy logic, Fuzzy Systems, Applications, I nverted Pendulum Technology
1. INTRODUCTION

In 1965, Lotfi A. Zadeh, a professor of computational science at the University of California
at Berkeley, began Fuzzy Logic. In summary, Fuzzy Logic (FL) is a multivalued logic,
which defines values such as true/false, yes/no, high/low, etc. Concepts like "tall” or "quick”
may be defined mathematically and programmed into computers to emul ate human thought in
the programming of computers. Fuzzy systems have their roots in ancient Greek philosophy.
Many misunderstandings exist regarding fuzzy logic. Fuzzy logic is not fuzzy, to begin with.
Fuzzy logic is, in a significant way, exact. The second cause of misunderstanding is the
duality of the meaning of fuzzy logic[1,2].

Fuzzy logic, in alimited sense, isalogical system. By and by, in a ruling significance, fluffy
rationale, or FL for short, is considerably more than a coherent framework. Fluffy rationale
offers a simple strategy to come to an authoritative result dependent on indistinct,
guestionable, uncertain, loud, or missing information data. The rationale that sees more than
essential valid and bogus qualities. With regards to fluffy rationale, thoughts might be
communicated utilizing levels of honesty and erroneousness. For instance, an assertion like
today is radiant might be valid if there are no mists, 80% valid if there are a couple of mists,
half evident if it's hazy, and 0% valid on the off chance that it rains the entire day. The fluffy
rationale has become a fundamental apparatus for some, various applications spreading over
from designing frameworks to counterfeit intelligence [3].

A short explanation of the fundamental concepts of fuzzy logic and fuzzy reasoning is
presented in this quick introduction. The chapter on fuzzy logic control: the design of
intelligent control systems that utilize fuzzy if-then rules to mimic human behavior. Math
knowledge is maintained simply throughout, with many illustrations to assist with
understanding. Thus, everyone interested in fuzzy ideas and their real-world applications will
find this a great place to start. An important feature of natural human thinking is the use of
natural language [4].

Lotfi A. Zadeh wrote the much-controversia article "Fuzzy Sets' in 1965. Zadeh's articles
were referenced over 185,000 times. Later that paper's concepts were used to establish the
Fuzzy Logic theory, which has proven to have a wide range of practical applications. We will
be discussing Zadeh's pioneering work in Soft Computing and Artificia Intelligence and his
early impact on the globe and Romania. Additionaly, we shal include a few of FLb's
applications. We may now posit FLn as a metatheory of fuzzy mathematics, which provides a
model for the fuzziness in many facets. It can aso be used as a theoretical tool for the
fuzzinessin various forms[5].

2. DEVELOPMENT OF FUZZY LOGIC

Fuzzy logic has developed as a useful method for evaluating hydrologic components and
making decisions about water resources. Many hydrologic problems include imprecision and
ambiguity, which may be easily addressed by fuzzy logic-based models. This article takes a
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look at severa water-related applications of fuzzy logic [6]. To date, fuzzy logic-based hybrid
models have been widely used in hydrologic research. A critical role in food acceptability and
dietary preferences is played by sensory evaluation. This information helps food-processing
companies and food scientists to better assess the sensory quality of food items. Traditional
methods only provide qualitative analysis, and cannot provide a precise quantitative analysis

[7].

Fuzzy set theory has recently been used for the assessment of sensory qualities of food items
produced using fortification and changed processing methods. Framework regulators use
fuzzy logic and tumultuous natural product fly control strategies to compute proper damping
powers for the front and back bogie outline. The vehicle model has 28 levels of opportunity,
and it depends on nonlinear vehicle suspension and a nonlinear heuristic wet blanket. The
Modified Dahl model is developed to explain the damper's behavior. Mobile/stationary node
positioning and location estimate are crucial, particularly following the amazing advances in
wired and/or wireless communications, as well as the widespread use of portable devices [8].

Many end-users, application developers, and service providers all need precise location
information. Wireless, multisensory, and autonomous systems have all contributed to an
increase in positioning technologies. In each kind of positioning system, the accuracy,
communications protocol, algorithm, and technology all vary. Since reliable Fault Detection
and Identification rates may significantly reduce costs, a variety of methods have been
developed for gas turbine FDI systems[9].

A gas turbine failure detection, which was previously unexplored. Despite the way that fuzzy
logic has been broadly utilized in power frameworks, it has regularly been described as "a
long way from full" attributable to the absence of a normalized technique for applying it. In
this paper [10], we give a deliberate turn of events and execution of a nonexclusive energy
stockpiling framework (GESS) coordinated with fuzzy logic for dynamic dependability
support in an aggregate force framework. The responsive and genuine force directions of
GESS are determined while ensuring a settling execution by lessening a quadratic security
record is kept up with al through the reenactment.

3. FUZZY SYSTEMS

In classical logical systems, bivalent logic is often employed. Anything may be either true or
false in the bivalent logic system. As a consequence, its ability to depict notions like
"wealthy" and "tall" is impeded. Try to grasp the meaning of "tall" with this in mind. In
general, the general public believes that someone taller than seven feet is tall, whereas
someone who is less than five feet is certainly short. A common method for measuring
tallness is to utilize a predefined number (above which everybody is tall and below which
everybody is not tall). The height value of 6' would be convenient to utilize for this example.
With this default value, people's heights of 7' and 5' are properly classified astall and short. A
and B are both 5'11" and 6'1".

Assumed before, 6' = A is short, B is tall. From the way it seems, it does not appear to be
true. Despite having shorter legs, A's height is nearly equal to B's. Regardless matter whether
we increase or decrease the preset setting, this issue remains. This issue emerges because we
are utilizing a Bivalent sensible framework where esteems like 511" and 6'1" are naturally
alocated to one of two sets: "tal" or "short." In fuzzy logic, each person's height is given a
membership degree, with tall people having a higher membership degree than short people.
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Toillustrate, a person who is 6'1" in height will be tall to the degree that they are 6'1", whilea
person who is 5'8" will be tall to a different degree since they are 5'8". The way that people of
various statures might be "tall" to changed degreesis clarified in this plan.

In Figure 1, the fuzzy logic system models the uncertainty of "tal" by distributing
membership degrees across different heights. This figure shows how the height degree in the
group of tall peopleis proportional to the vertical distance between the plotted points. People
who are less than 5 feet tall are considered short; those who are 5 feet or more are considered
tall (i.e., definitely tall). A 6'5" individual is short to the degree of 0.7. "Tall" is represented in
Figure 1 as afuzzy set representation. All domain objects must have a membership degree of
0 (not a member of the set) or 1 in a Bivalent logic system (a member of the set). Fuzzy sets
include a membership degree, however, this number is between 0 and 1 rather than 0 and 100.
The fuzzy logic system's usage with the Bivalent logic system produces similar results.

Pezk

Degree

Height

Figure 1: Fuzzy Sets Representation
The union, XUY, of two fuzzy sets X and Y is the probability distribution of the union of
those sets. The intersection of two fuzzy sets is represented by the minimal membership
degree of each item in the two sets. This results in the probability distribution of the
intersection, XY, of the two sets. Just things that are normal to the two gatherings are held in
their crossing point. 1 is subtracted from al the components of the domain to get the
complementary possibility distribution of afuzzy set.

In a seminal work on fuzzy sets, Zadeh introduced the min-max operators, which may be
used to define fuzzy set-theoretic operations. Many other operators for fuzzy sets have been
created by various academics over the years, including the minimum-maximum operators.
There will be no discussion of these additional operator types since the scope of this essay
does not allow for it. This research revolves around the widely used min-max operators
because of their simplicity and appealing characteristics. The fuzzy sets Low, Medium, and
High have comparative portrayals for Voltage and Current, as displayed in Figure 2.
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Figure 2: The fuzzy sets Low, Medium, and High

To get the appropriate current value, we shall utilize fuzzy reasoning. In Figure 4, two fuzzy
standards and the fluffy info are shown graphically. To accommodate a more clear
agreement, the information reality's conveyance is displayed as a marginally specked region
across the premises of the two fluffy standardsin Figure 3.

1 £V is low then current is middle

——ee 0 | — il -
Voltage | Current |
Vi bigh then chrent islow |
11 1
|
_______ |
- {
0 -
Voltage
INPUT
~
iV is middle THEN
i
0 —_——— -
Voltage A

Figure 3. Approximate inference using fuzzy rules (fuzzy point)
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Even if the two rules do not have a one-to-one mapping with the input fact, each rule still has
aportion of a match. Since thisis the case, it is expected that every one of the two guidelines
will add to a definitive result. The worth to be acquired is resolved as follows:

For each of the fuzzy premises, the input fact's intersection is computed. Figure 4 illustrates
the junction areas on the input premises It is dictated by registering the convergence of the
yield fuzzy circulations showed concealed in the finishes of Figure 4, and the commitment of
each standard to the yield answer is found by the level of the yield fuzzy conveyances (shown
concealed) that is incorporated inside the crossing points. When consolidating the
consequences of each standard, the current yield esteem is shaped.

4. THE INVERTED PENDULUM

The examples of fuzzy logic system applications shown in this section provide real-time
examples of how these systems are used. This inverted pendulum system is ssimple, yet is
made up of many components. An inverted pendulum system is a great option for tests and
class demonstrations in alaboratory setting.

The upset pendulum is one of the exemplary techniques for investigating control
methodologies. The difficult part of balancing an inverted pendulum is applying the proper
force. As required, the hand may be moved in one direction or the other to balance the stick
on top of it. See Figure 4 where a basic inverted pendulum is balanced by a motor.

J

Figure 4: An inverted pendulum.

Despite its effortlessness, the transformed pendulum is a nonlinear framework. Though a
system may be correctly stated, it will need to be solved for a second-order differential
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equation. Occasionally, such oversimplifications are used to accelerate the solving of a
problem, as they should. There are exceptions to every rule, and huge displacements are no
exception. for getting the best possible result, severa numerical methods are needed (which
are computationally intensive). Also, balancing the poles is challenging since the solution
point is sensitive to the starting conditions of the system. The arrangements created are
influenced by numerous elements, like the heaviness of the sway, the length of the shaft, and
the engine's solidarity. The accompanying arrangement of fluffy guidelines might be utilized
to oversee such aframework:

IF 0 is zero AND o is zero THEN Force-applied is zero

When clearly defined, Table 1 will demonstrate that a bunch of 12 standards might be used to
administer a basic transformed pendulum, for example, the one displayed in the figure to one
side. As referenced previoudly, the precise remova and rakish speed of the pendulum are
determined and, separately. Electrical motors will aso be utilized to balance the inverted
pendulum, as well asto provide the required force.

Table 1: Fuzzy rulesimplemented to control an inverted pendulum

IF 0 is negative- AN o iszero TH Curre is positive-
IF 0 is negative- AN o iszero TH  Curre ispositive-small
IF 0 iszero AN o iszero TH  Curre iszero

IF 0 ispositiveesmal AN ® iszero TH  Curre isnegative-small
IF 6 is positive- AN o iszero TH Curre is negative-
IF 6 iszero AN o is negative- TH  Curre is positive-
IF 0 iszero AN o s negative- TH  Curre ispositive-small
IF 0 iszero AN o iszero TH  Curre iszero

IF 6 iszero AN o ispositivessmal TH  Curre isnegative-small
IF 0 iszero AN o is positive- TH  Curre is negative-
IF 6 ispositiveesmal AN ® iszero TH Curre iszero

IF 6 is negative- AN  ® ispositiveesmal TH  Curre iszero

In Figure 5, you can observe the forms of these fuzzy sets. To illustrate, you should note that
the values for and are both precise. Also, the motor has to be supplied with a certain current
to maintain the inverted pendulum at its designed amplitude.

Figure 5 depicts a visual representation of the inference process for crisp input values. In
Figure 8, two fuzzy rules from Table 1 are shown. Two premise clauses are now included in
the regulations. This statement is known as "The Inputs Have Arbitrary Vaues'. The
following numbers show the greatest degree of correspondence between the info upsides of
and the premises of rule 1: r11 (whichis1) and r12 (whichis 2). and in Figure 9 (about 0.5
as indicated). The value of r1lis 1 may be considered a fuzzy set with a membership degree
of 0, where 0 is the single element making up the set. This section of the output, from r11 to
rl12, is attributable to the conclusion of the rule.
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Rule 2 does not affect the outcome in Figure 5, since r21 is equal to zero. The zero minimum
of r21 and r22 is always achieved. Next is the inference phase where you follow the same
stages as in Figure 4. In Figure 5, the crisp numbers used as inputs are represented by the
fuzzy rules that constitute the final output. However, the fuzzy output must be defuzzified,
meaning it must be made crisp enough that it may be stated as the current value that is
essential.

The final output crisp number in Figure 5 is almost equal to ' (which is close to zero).
Instead of measuring the location and velocity of the bob, these rules utilize the current angle
and orientation of the mechanism to regulate the pendulum. The very 11 rules that might be
utilized to adjust the upset pendulum paying little mind to the mass of the sway or the engine
strength can be applied regardiess of whether the mass of the weave or the engine strength is
evolving progressively. Rather than customary control frameworks, which are delicate to
changes in these boundaries, our strategy is unaffected by them.

To need more knowledge and technical talents to discover correct fuzzy rules than you'll need
to solve difficult arithmetic problems. Although the particular distributions have been proven
to have minimal effect on the system's performance, the fuzzy distributions, in general, have
not. This greatly simplifies the procedure from an engineering perspective. Likely just as
noise and breakdowns are very resistive to the system, so too are glitches in the system.

The inverted pendulum will be regulated, although not as reliably as before, even if at least
one of the active fuzzy rules in Figure 5 is deactivated (for example, owing to a hardware
failure). In afuzzy logic system, mild degradation is one of the smart characteristics. These
principles are specified by linguistic variables, which are established on the domains of input
and output. These fuzzy rules are modeled after other fuzzy logic systems, whose rules are
functionally equivalent to these fuzzy rules.
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Figure 5: Fuzzy inference in the inverted pendulum

Fig. 5 shows many variations on the basic inverted pendulum. Thisis a sampling of them:

A flexible, pendulum-style connecting rod is assumed in Figure 7. However, even though the
issue is more difficult to describe and solve if the assumption of arigid rod is removed, we
must do so if we want to get afull understanding of the problem.

Two or three joints in the (inflexible) rod supporting the pendulum bob, hence a two- or
three-phased pendulum. While such a system may be described correctly, the subsequent
control eguations are too complicated to be solved in real-time with regular computers.
Although building a real-time controller to regulate the many inverted pendulum "complex"
states is chalenging, According to researchers from Aptronix (China/lUSA), but other
Japanese companies as well, certain inverted pendulum systems have been effectively
managed using a fuzzy logic system. Fuzzy logic has impressed engineers who view it as a
highly smart tool for directing complicated operations.

5. CONCLUSION

Air quality systems, vacuum cleaners, antiskid braking systems, washing machines, subway
control, models for new product pricing, and project readiness Fuzzy logic has effectively
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been used in industries such as control systems engineering, image processing, power
engineering, industrial automation, robotics, consumer electronics, and optimization.
Mathematics has brought formerly stagnant areas of science back to life. According to most
indications, the fuzzy logic system's business impact is only starting to be appreciated. In the
long term, industry and business remain to acquire an incredible arrangement. While fuzzy
logic can't fix everything, it does offer some benefits that have been shown. Creative products
are now far more reliant on a company's ability to sell them in a cost-effective and timely
way, particularly in the global market.
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Abstract - Confidence and security prevent businesses from fully embracing cloud platforms. To protect the
clouds, providers must first secure virtualized data-center resources, uphold user privacy, and protect data
integrity. The authors suggest that the trust overlay network be used through multiple data centers to implement
a reputation system to build trust between service providers and data owners. Data coloring and software
watermarking methods protect shared data objects and highly distributed software modules. These strategies
protect multi-path authentication, enable a single sign-on in the cloud, and tighten access control for sensitive
datain the public and private clouds. Protection against tampering is tamper proofing, so unauthorized changes
to the software (for example, removing a watermark) can lead to passive code. We will briefly examine the
technology available for each type of protection. P2P technology opens our work to low cost copyrighted
content delivery. The advantages are mainly delivery cost, high content availability and copyright compliancein
exploring P2P network resources.

Key Terms. Cloud Service, Data Coloring, Watermarking, Machine Learning, Shelter Possios
1. Introduction

Cloud computing allows a new business model that supports on-demand, spot payment and economy-of-scale
IT services over the Internet. The Internet cloud acts as a service factory built into virtualized data centers. The
idea is to turn desktop computing into a service-oriented platform using virtual server clusters in data centers.
However, the lack of trust between cloud users and providers has hampered the universal acceptance of clouds
as outsourced computing services. The main source of illega file sharing is associates who ignore copyright
laws and associate with pirates[1].

To resolve this peer-to-peer issue, we recommend a copyright-compliant system for legalized P2P content
delivery. Our goal is to prevent mass piracy within the boundaries of the P2P content delivery network. In
particular, our scheme appeals to protect large-scale corrupted content from deteriorating over time. The recent
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rise in interest in mobile agent systems has led researchers to focus on fundamentaly different perspectives on
security. A malicious host attack is usually a property ownership violation. The client code may contain trade
secrets or copyrighted material, which, if infringed on the client's integrity, may cause financial |oss to the client
owner [2].

We will look at malicious-host attack situations next. Cloud users are increasingly concerned about whether data
center owners could abuse the system by randomly using private datasets or releasing sensitive data to
unauthorized third parties. How to increase trust between these service providers and data owners is related to
cloud security. To address these issues, we propose a reputation-based trust-management scheme devel oped
using data coloring and software watermarking. Information on relevant trust modelsis available elsewhere [3].

2. Problem Statement
A. Cyber-trust requirements in cloud services

Cloud Security Alliance 5 identifies some critical issues for reliable cloud computing and discusses many recent
issues related to cloud security and privacy.1,6,7 Public and private clouds require different levels of security
management. We can identify different service-level agreements (SLAS) using variable degrees of shared
responsibility between cloud providers and customers. Serious security issues include data integrity, consumer
privacy and trust between providers, individual users and user groups. The three most popular cloud service
models have different security requirements [4][5].
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Figure 1. API Cloud Service Model

The Infrastructure-in-a-Service (IAS) model is based on an internal implementation layer that extends to create
aplatform-a-service (PASS) layer with OS and middleware support. PaaS extends across the Software-a-Service
(SaaS) model and creates applications on data, content and metadata using specialized APIs. This indicates that
SaaS requires all security measures at al levels. On the other hand, IAS protection is required primarily at the
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networking, trusted computing, and computer / storage levels, while PASS provides additional protection at the
IAS support and resource management level [6] [7].

3. Secureinfrastructure as a service

The IAS model alows users to lease computer, storage, network and other resources in a virtualized
environment. The user does not control or regulate basic cloud infrastructure, but has control over the OS,
storage, executed applications, and certain network components. The best example of 1aaS is Amazon's Elastic
Compute Cloud (EC2). At the cloud infrastructure level, CSPs can enable network security using intrusion-
detection systems (IDS), firewalls, antivirus programs, and distributed denial-service (DDOS) protection.
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Figure 2. Forward and Backward data coloring processes by adding or removing unique cloud drops
(colors) in data objects.

A. Securing the platform as a service

Cloud platforms are built on top of 1aaS with system integration and virtualization middleware support. Such
platforms allow users to integrate user-built software applications into cloud infrastructure using provider-
supported programming languages and software tools (such as Java, Python, or .NET). Basic cloud
infrastructure is not controlled by the user. Popular pass platforms include Google Play Engine (GAE) or
Microsoft Windows Azure. This requires assigning VMs to enable security, security enforcement, potential risk
management and confidence building across all cloud customers and providers.

B. Existing system

Internet clouds act as service factories built around web-level datacenters. Elastic cloud sources and large
processed datasets are subject to security breaches, privacy breaches and copyright infringement. Provided
cloud resources are vulnerable to cyber attacks. Cloud platforms built by Google, IBM and Amazon reveal these
vulnerabilities. We propose a new approach to integrating trusted data accessed by virtual clusters, secure
datacenters, and popular systems [7]. Specifies a range of P2P reputation systems to protect clouds and
datacenters at the site level and data objects at the file-access level. Image management in cloud environmentsis
achallenging issue. If we store these images, these images can be accessed by unauthorized persons and viruses.
The current system does not have complete security for images. It only has text security [8].
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C. Specific approach

The authors suggest that the trust overlay network be used through multiple data centers to implement a
reputation system to build trust between service providers and data owners. Data coloring and software
watermarking methods protect shared data objects and highly distributed software modules. Using water
marking and data coloring techniques, we are going to create a dummy image when a guest or unauthorized
person accesses the original image.

4. Watermarking and Data Coloring Techniques

Watermarking is a technology that allows you to create duplicate images of images in a cloud environment.
When an unauthorized person or virus accesses that image, it can only access duplicate images. After abtaining
permission only from the owner, the new person can access the image. But he cannot modify the image and
Settings.
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Figure 3. Data Coloring and Water mar king Representation in Cloud Space

By using shared files and datasets in cloud computing, privacy, security and copyright can be compromised
in an hostile cloud computing environment. We want to work in a trusted software environment that provides
useful tools for creating cloud applications on protected datasets. In the past, watermarking was primarily used
for digital copyright management. Christian Kolberg and Clark Thompson suggested using watermarking to
protect software modules. 12 Second Order Trust Model Die Lee & Co. to Protect Data Owners. Indicated,
which provides a dim membership functionality. Colors to protect large datasets in the cloud. We consider cloud
security as a community asset. To protect this, we combine the benefits of secure cloud storage and software
watermarking through data coloring and trust negotiations. Figure 4 illustrates the data-coloring concept. The
image of the woman is a protected data object.

A. Cyber-trust requirementsin cloud services

Cloud Security Alliance 5 identifies some critical issues for trusted cloud computing and severa recent works
discuss common issues related to cloud security and privacy. Public and private clouds require different levels
of security. We can identify different service-level agreements (SLAS) using variable degrees of shared
responsibility between cloud providers and customers.
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Figure4. Data Coloring and User Identification Color Matching through Sheltered Possessions M achine
L earning Technique

The Infrastructure-in-a-Service (IAS) model is based on an internal implementation layer that extends to create
aplatform-a-service (PASS) layer with OS and middleware support. PaaS extends across the Software-a-Service
(SaaS) model and creates applications on data, content and metadata using specialized APIs.

B. Reliable cloud computing in data centers

Malware-based attacks such as worms, viruses and DoS exploit system vulnerability and allow intruders to gain
access to critical information. Dangerous cloud platforms can cost businesses billions of dollars and disrupt
public services. This structure helps prevent network attacks by setting up reliable work areas for various cloud
applications. Security compliance requires CSPs to protect al data-center servers and storage areas. Our
architecture protects VM monitors (or hypervisors) from software-based attacks and data and information from
theft, corruption and natural disasters. We can build reputation systems using peer-to-peer (P2P) technology or a
series of reputation systems between virtualized data centers and distributed file systems (see Figure 3). In such
systems, we may protect active copyright by using active content to prevent piracy.

C. Dataintegrity and privacy protection

Cloud resources that they can access through security protocols such as HTTPS or Secure Sockets Layer (SSL),
Security Auditing and Compliance Verification. Excellent access control to protect data integrity, repel intruders
and hackers and make a single sign-on or sign-off. Shared datasets from malicious modification, deletion or
copyright infringement. A way to prevent ISPs or CSPs from invading user privacy. CSPs battling spyware and
web bugs; And VPN channels for personal firewalls, shared datasets, resource sites and cloud clients protected
from Java, JavaScript and ActiveX applications.
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D. Impression-guided data-center protection

In the past, most reputation systems were designed for P2P social networking or online shopping services. We
can modify such systems to protect cloud platform resources or user applications within the cloud. A centralized
assessment system is easier to implement, but requires more powerful and reliable server resources. Distribution
reputation systems are more measurable and reliable to deal with failures. The reputation system we recommend
for providers helps us create content-conscious trust zones using the VMware Whistle and RSA DLP package
for data tracking monitoring. Reputation refers to the collective evaluation of consumers and resource owners.
Researchers have previousdly suggested several reputation systems for P2P, multi-agent or e-commerce systems.
To support trusted cloud services, we propose to build a trust overlay network to model trust relationships
between data-center modules. Ranfang Shou and Kai Hwang first introduced the idea of a trust overlay for e-
commerce.

5. Conclusion and futureimprovements

It can initiate various trust-management events, including authentication and recognition. Virtua storage
supports color generation, embedding and extraction. By combining secure data storage and data coloring, data
objects can be prevented from being damaged, stolen, altered or deleted. Therefore, legal users only have access
to the data objects they want. The computational complexity of the three data features is much lower than that
done on traditional encryption and decryption calculations on PKI services. The watermark based scheme offers
very little overhead in color and fading processes. N and Hi functions work 'Ensures data owner privacy. These
features can uniquely identify different data objects. Providers can implement our specific reproduction and
data-coloring system to protect data-center access at the coarse-grain level and to securely secure data access at
the best data level. In the future, we expect that security as a service (SECaaS) and data protection as a service
(DPaaS) will grow rapidly. These are crucia to the universal acceptance of Web-scale cloud computing in
personal, business, finance, and digital government applications. Internet clouds demand that we globalize
operating and security standards. The interoperability and mesh-up among different clouds are wide-open
problems. Cloud security infrastructure and trust management will play an indispensable role in upgrading
federated cloud services.
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DESIGN OF INTENSIVE CARE UNIT VENTILATOR FOR
TREATMENT OF COVID - 19 PATIENTSUSING ASSI ST
CONTROL - CPAP SYSTEM

Ganeshkumar S, Sureshkumar R, Gokul S, Gowtham S
Sri Eshwar College of Engineering, Coimbatore

Abstract:

Pandemic disease COVID — 19 causes a severe impact globally which arises as afatal disease.
Literature reveals that 5% of the patients requires respirator to maintain the blood oxygen level.
Due to increase of infection rate, patients starving for ventilation. Globally, government struggles
to overcome the demand of ventilator system to save the lives. This research article exhibits the
technique to design and deployment of the ventilator system in low cost with precision and
accuracy. Moreover, thisarticlerevealsthe new ventilation system’s tidal volume, (RR) respiration
rate, and respiratory cycles enhancement using programmable Logic controller powered
byelectromagnetic valves. The solenoid valves are used to discharge the oxygen to patient at
predetermined intervals and nonreturnable valves are used in expiration duct to avoid the back
pressure of CO,.The ventilator inspiration duct is equipped with Oxygen cylinder and atmospheric
air. Theratio of Fraction of inspired oxygen (FIO) is controlled using respective valves depends
up on the criticalness of patient. The digitalized valves and flow sensorsis used to control the flow,
measure and display of tidal volume of oxygen. The valve timings are automated by synchronizing
the respiratory pattern of patient.The positive end expiratory pressure is measured using pressure
sensor and FI Oy, pressure, tidal volume, respiratory rates in the respiratory cycles are maintained
using valves and actuators. The research exhibits the design of intensive care unit ventilator for
treatment of COVID - 19 patients and other respiratory disorders (lung failure),patients under

trauma care etc., The ventilator design also can be utilized in treatment of sleep apnea.

Keyword: Electro pneumatic system, PLC Ladder programming, Respiration rate, Saturation
level of O2, F102

1.Introduction:

In intensive care units of hospitals utilizing the ventilators to the hypoxy patients to balance the

blood oxygen levels. The diseases like ARDS (Acute respiratory distress syndrome), Asthma,
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pandemic diseases like COVID — 19 causes failure of respiratory system. Which results in
malfunction of lungs to blend the oxygen into blood. These mafunction leads to hypoxy of
humans. The hypoxy resultsin loss of oxygen level |eads to coma often |eads to death. Due to the
infection in alveoli of lungs, medical practionersrequiresan external respiratory system to balance
the oxygen level[2]. The oxygen level in the blood is monitored, based on the saturation level
(SP,,), invasive or non-invasive ventilation is provided. More over the non-invasive techniques
like external mask does not yields better resultsin saturating the oxygen when a patient needs more
oxygen.i.e., starving rate of oxygen is high. These non-invasive techniques often cause secondary
infection to the patients due to the infected air present in the surrounding atmosphere which leads
to enter in to the respiratory system. Hence, invasive techniques are often used to treat the lung
infection [3]& [11]. If the respiratory support requires for more than seven days of time then the
patient requires supplementary surgery called as tracheostomy, which helps in arresting the
secondary infection of ET (endotracheal)tubes. The tracheostomy accompanies to carry out the
ventilation phenomena without secondary infection.The infected alveoli increase in respiration
rate, to tends to compensate the quantity of oxygen to inhale, which leads to sub/supra sternal
retraction of chest due to less compliant of lungs which indicated the demand in respiration. This
leads to low blood gas values in arteries [4]. Normally range of partial pressure PO2 50mm of
Hg.Corynebacterium spp isthe common contaminant found in respiratory specimen. which results
in lowering of saturation level of oxygen in blood. These types of disorders requires ventilation
until the recovery of patient from infection [1]&[17]. The normal range of (FIO.) fraction of

inspired oxygen islessthan 0.4 to 0.6, from these range, oxygen ratio isincreased up to 0.8 (80%)
2. Different modes Ventilating machines:

The most common way of treatment of respiratory disorders by continuous positive airway
pressure (CPAP), The Pressurized room air is given continuously based on the requirement of
patients. The ACPAP is associated technique which detects the pressure required in the upper air
way (throat) by sensors and the pressure required is self-adjusted based on the requirement.Bi-
level positive airway pressure (BIPAP) ventilator is often used when CPAP is not tolerated by the
user. In recent technologies, equipmentare developed to increase the comfort of the user.

Moreover, the common modes of ventilation used are Assist control (AC mode) [13] , pressure
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support ventilation and Synchronized Intermittent Mandatory Ventilation (SIMV) which provides
mechanical breathing to the patients [5]

2.1 Continuous Positive Air Way Pressur e(CPAP):

This CPAP is commonly used to treat obstructive sleep apnea. The air way collapses during the
expiration, to overcome thisdisorder, airway is continuously given with the positive pressure. Due
to the collapsed air way, Blood oxygen level isreduced and it sends the signal to brain to stop the
deep [15]. In CPAP ventilation, continuous positive pressure is maintained in the CPAP mask and
prevents the collapsing of airway during sleep. The CPAP isdivided in PEEP and PAPV.In CPAP,
there is more space for oxygen intake and redistribution of fluids around the alveoli in the
congested area.M oreover, CPAP increases the compliance of the lungs which increasesthe surface

areatendsto increases in gas exchange and increase in FRC [6].
2.2 Positive End Expir atoryPressure (PEEP)

The inspiration process is due to the negative pressure created in the lung diaphragm from -5 to -
8 cm of H» O pressure. The alveoli pressure decreases from 0 to -1 cm of Hz O. In some diseases
like ARDS, lungs cannot create the negative pressure for inflation for gas exchange. In this
phenomena, small alveoli have the strong tendency to collapse. To inflat those type of alveoli,
positive end pressure respiratory pressure (PEEP) isused.The patient isintubated with mechanical
ventilation. The mechanical ventilator pumpsthe tidal volume of air in to the lungsin the positive
pressure. Pumping the air into the alveoli by mechanical ventilation makes more and more positive
at the end of the inspiration (In general, 10 cm of H20O) is reached.After the inhalation, tracheais
connected to the room air for expiration. The alveoli start pushing the inhaled tidal volume of air
out and alveoli pressure starts falling. Commonly, in PEEP types ventilation, alveoli pressure is
not allowed to O because sick alveoli collapse easily. The expiration is not assisted but it is
accomplished due to the positive pressure inside the alveoli,the air is pushed out.The graph
between FRC (Functional residual capacity) with time shows positive end expiratory pressure. The
maintaining of more positive expiratory pressure decreases the cardiac output.[7] In general, 5 cm
of water pressure is selected for inspiration or expiration, FIO2is 0.4 to 0.6.Gradually the pressure
of the lungsisincreased with 1 to 2 cm of H20. The upper limit of pressure is 8-12 cm of water
depending up on the patient and maximum level of FIO2 is 80%. However, increasing the positive

airway pressure to alveoli patients leads to barotrauma due to the injury of lungs because of the
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higher pressure. Theintrathoracic cavity is induced with negative pressure,the cardiac output is
reduced which leads to hyper tension [8].The schematic representation of new ventilator systemis

showninfigure2.1
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Figure:2.1 Schematic representation of Ventilator system
In this ventilator system, to equip automatic (Assist) control ventilation, sensors and
controllersare given in closed loop. The Fraction of inspired oxygen (FIO») is given to the oxygen
pressure control valve and flow sensor. In which, pressure and flow rate of oxygen is measured.
The signal from the sensor isfed to the Mitshibishi Programmable logic Controller (FX 3U series)
as feedback signal. The actuating signal is obtained from the controller and given to the solenoid
valve. In which the flow rate is controlled based on the signal obtained from the controller. The

similar technique is used in another tube which contains atmospheric air (atmospheric pressure at
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1 bar) which passesthrough afilter, control valve and sensor. In FIO2 mixing chamber, the oxygen
valve and atmospheric air valves are synchronously operated to mix the atmospheric air and
oxygen in desired amount. (Starts from 40% to 80% of oxygen). The humidifier which controls
the percentage of water vapour present in the air and maintains 50% as comfort zone. The pulse
meter and oximeter sensors are given to the central processing unit for monitoring the pulse and
Saturation of oxygen in blood. Due to the presence of feedback system in ventilation system, user
can ableto utilize the ventilator in automatic (assisted mode ventilation system), in thisassist mode
ventilation system, ventilator senses the patient inspiratory pressure, expiratory pressure,
respiration rate and tidal volume. The parameters which includes to make the patient stable are
tidal volume of air, respiration rate, inspiratory and expiratory pressure [10]. These parametersare
maintained in preset range using the controller. The respiratory rate can be adjusted by lowering
from the range 30-15 cycles per minute depending up on the patient. This controller also enables
manual mode of adjustments to increase or decrease the fraction of inspired oxygen, pressure and
tidal volume of air using potentiometers. Since this machine is designed for continuous air way
pressure (CPAP), inspiratory pressure is maintained from 8 tol5 cm of H>O. Moreover, higher
pressure range reduces the cardiac output (Blood flow) since the reduction of space in the chest
area and higher ranges of alveoli pressure leads to lung injury.The tidal volume of 500 ml per
inspiration is maintained to prevent the patient from hypoxy levels[9].

3.Air flow circuit from controller to endotracheal tube (ET Tube):

At the expiration the CO> from the alveoli passes through the expiration duct as shown in
figure 3.1. To maintain minimum pressure towards the lungs, the inlet valve opening is preset and
expiratory pressure is sensed using pressure sensor. The signal from the pressure sensor assists to
check the patient’s respiration cycle. The exhalation of patient is sensed and based up on the
expiration rate, oxygen isdelivered in to ET tube (Endo tracheal tube) through inspiration duct, as
shown in figure 3.1. The cycles of inspiration and expiration is sensed and based on the values,
machine sets the frequency of oxygenation in assist control (AC) mode of ventilation. If user
switches to manual mode, machine enables to adjust the desired quantity of tidal volume,
respiratory pressure levels and respiratory rate by the user. Since the pressure is maintained in

positive range above 5 cm of H20, (Positive pressure) the machine prevents collapsing of lungs,
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moreover, the functional residual capacity level of lungs is maintained in positive direction hence

the plot offsets from the zero range in functional residual capacity level with time.
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Figure:3.1 Processflow chart of Ventilation system

4.Data logging and output monitoring systems

The Mitsubishi PLC softwareisused in PLC Ladder logic programming sense. (Mitsubishi
FX 3U seriesisused to control the actuators, the synchronous control of oxygen and atmospheric
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air is attained using this controller as shown in figure 4.1. The expiratory pressure, inspiratory
pressure, respiratory rate, flow rate, oxygen pressure, atmospheric air and oxygen mixture are
maintained using the programmable logic controller [16]. The graphical user interface (GUI) for
monitoring the ventilation parameters are displayed and data logging is available and the tidal
volume, respiratory pressure with respect to time is logged in documented. The Graphical user
interface is shown in figure 4.3. The plots of FRC with time, ECG and saturation point are
displayed [12]& [14].The Mitsubishi FX 3U series PLC is programmed using LADDER LOGIC
diagrams and process flow is executed for the attainment of air flow diagram as shown in figure.
4.2

Figure4.1 — Mitsubishi FX 3U seriesPLC

VOLUME 7, ISSUE 8, 2020 PAGE NO: 196



GIS SCIENCE JOURNAL

a1}

1

! i
R uiln:l-i W, T
LF]
e L
wLiREN
i )
&t i ! ur i
wi¥R bl R £ badalil
C# =1}
o [T i
Y e £ i " I i |
Eand B o o ol
] [
w2 Ti Lol
w—ll J{— T ]
P T} 1-1 SEC AL 4 SETAL
w EFTIATID
H
] ™ HE I ™ ] {20
sEEIC mE SO0 B HEED
AMRATIO SPRETI u
L] L]
1l L T [ g |
& GLC a1 &S0 B L=l L
SERAETID SERATIO H
L L]
L] F 3
pe - | { e =] ]
oM chal - AEFEALT
s L= L Th
o = 1
C=r el
]
[t T ]
CRAE Pl
SRR
{uers o |
LRy

VOLUME 7, ISSUE 8, 2020

Figure4.2 — Ladder Logic Diagram for CPAP ventilation

ISSN NO : 1869-9391

PAGE NO: 197



GIS SCIENCE JOURNAL ISSN NO : 1869-9391

e e L B T - T .+

SNt 4 ettt e By feweey  faee Bt ook Demtgee St Sy

COVID-VENTILATOR

[0SO
AESPIRATION RATT -

EYPRATORY PRESSURE

PULSE RATE[bpm

MEsussp iz einonaney

CPAP PRESSURS

e

T — A0 MRN8 AN W e A

Figure 4.3 - Graphical User interface forMitsubishi electric PL C software

5.Conclusion:

The design and ssimulations obtained from the Mitshibishi PLC software validates the
automation of inspiratory and expiratory valves is executed. The respiration phenomena aso can
be in assist mode (AC) mode which enables the automated mode and senses the respiratory pattern
of the patient. The Tidal volume of inspired air, Fraction of inspired oxygen, expiratory pressure
isalso can be data logged for the future study and plotting of FRC and time isfeasible in this new
ventilator system design. Moreover, the cost of the equipment is reduced compared to the existing
ventilator setup available in the market. Hence, this system can be utilized for treating the patients
with respiratory disorders such as, pneumonia, sleep Apnea and COVID —19.
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A REVIEW ON CUTTING TOOLMEASUREMENT IN
TURNING TOOLSBY CLOUD COMPUTING SYSTEMSIN
INDUSTRY 4.0 AND IOT

Ganeshkumar S,Sureshkumar R, Sureshbabu Y, Balasubramani S
Si Eshwar College of Engineering, Coimbatore
ABSTRACT:

Machining is an important operation in production industry, in which the sharpness
of the cutting tools plays predominant factor in performance of machining. These
article reviews the wear measurement, vibration measurement, surface roughness
measurement, cutting force measurement techniques. The advancements in wear
measurement is exhibited in this article, it assists the manufacturer to monitor the wear
of the cutting tools, vibration and cutting forces online. (In the real time process). This
digitalized data assists the manufacturer to transfer to another system in cloud-based
datamanagement system. The review of types of cutting force measurement techniques
such as piezo electric crystal-based sensors, wheat stone bridge circuit strain gauge
sensors, stereo vision system and pin on disc apparatus are explained in this article.
From the review of these cutting tool parameter measurement techniques, it is
concluded that the digitalization of measuring dataof cutting tools such aswear, cutting
forcesand vibrations are transferred in cloud for data management system increasesthe
quality of finished product and production rate. The cloud-based data management
plays akey role inindustry 4.0.

Keywords: Industry 4.0, Piezoelectric sensor, Cloud, Vibration sensor, cutting
force, stereo vision system.

1.Cutting for ce measurement techniques:

In general, the cutting forces are measured using digital force sensors. The commonly used
force sensors are Wheatstone bridge strain gauge, strain rings, piezo electric force sensors,
guartz sensors, poly silicon resonant transducers, and capacitive sensors. The force sensors are
attached to the cutting tool to sense the cutting force given to the work piece. These force
sensors are designed to measure the cutting force in the three axes (X, Y and Z). In wheatstone

bridge strain gauge, the resistance value of the resistor changes with respect to the cutting force
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applied. From the deviation in resistance of the resistor, cutting force is determined. The
schematic representation of the wheatstone bridge circuit isillustrated in figure 1.1. The strain
gauges are attached in lathe tool holder to measure the cutting forces as shown in figure 1.2.
The cutting force measurement using strain rings is similar to the Wheatstone bridge strain
gauge. The capacitive type force sensor is another method to sense the cutting force acting on
the tool insert. The schematic representation of the capacitor-based lathe tool dynamometer
shown in figure 1.3. In this measuring instrument, the capacitor is placed in between the lathe
tool holder and insert. The capacitance of the capacitor changes with respect to the cutting force
applied on the workpiece. The piezoel ectric transducer type lathe tool dynamometer is similar
to the capacitance type dynamometer. In Piezo el ectric type dynamometer, capacitor is replaced
by the piezoelectric crystal. The cutting force is sensed by the piezo electric crystal by
converting the mechanical energy into electrical energy. In addition, the cutting force can be
measured indirectly by spindle power. i.e., the spindle motor power is measured using an
ammeter and theload of the spindleis calibrated with respect to the cutting force. The schematic
diagram of cutting force measuring system by the power of the spindle isillustrated in figure
1.4. The various methods of force measurement used in lathe tool dynamometers is shown in

figure.1.5.

Figure: 1.5 Wheatstone bridge cir cuit for lathe tool dynamometer

Toolasen

Figure: 1.3 Cutting force measur ement using strain gauge
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Figure: 1.6 Cutting force measuring techniques
2. Wear measurement techniques
In general, the wear of cutting tools is measured by tool makers microscope, stereo vision system,
pin on drum apparatus, digital image analyzer, scanning electron microscope, block on ring test, lurry
abrasion tests. In stereo vision system, charge couple device (CCD) camera is mounted on the measuring
table. This CCD stereo vision technique is generally used in online tool wear measurement and machine
vision system. The specimen (cutting tools) are placed on the table and theimage of thetool insert is captured
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by a CCD camera. The images are processed to find the wear of the cutting tools. The schematic
representation of stereo vision system isillustrated in figure 2.1. The scanning el ectron microscope is used

to find the wear and microscopic structure of the specimen (cutting tools).

Camemholder

-

Figure:2.1 Stereo vision system (CCD Camera)

Pin on drum apparatus is another method to find the wear of the cutting tools. In this apparatus, tool
inserts are placed in the rotating drum. The load is given to the specimen using a ball type tribometer. The
wear is sensed using the tribometer and it is sent to the computer. The schematic representation of pin on
drum apparatus is shown in figure 2.2. The block on ring wear test is another method to evaluate the wear
performance of cutting tools. In block on ring test apparatus, the tool insert is placed on aring and load is

given. Block on ring test apparatus is similar to the pin on drum wear testing machine.

Figure:2.2 Pin on drum apparatus for wear measur ement
In aumina dlurry abrasion test, an aluminaslurry ball is rotated on the specimen. Due to continuous
rotation, specimen undergoes wear dueto friction. The wear of the specimen isdetermined using tool makers
microscope. The geometry of worn tool insert is subtracted from the unworn tool insert dimension to obtain

the wear of tool insert. The techniques used to measure the wear are illustrated in figure 2.3

3. Vibration measurement techniques:

In general, the vibration of the system is measured by vibration sensors. accelerometers, velocity
transducers, displacement transducers which converts vibrational energy into electric signals.
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Figure:2.3 Tool wear measur ement techniques
In accelerometer, piezoelectric crystals are used to sense the vibrations of the system. The schematic
representation of piezo electric vibration sensor is shown in figure 3.1. The commonly used vibration

measurement techniques areillustrated in figure 3.2.

Wibraticnalload (dusto cuthng foqoes)
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Figure:3.1 Piezoelectric crystal vibration sensor
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Figure: 3.2 Classifications of vibration sensors
4.Surface roughness measur ement techniques:

In general, the surface roughness of the specimen isbe measured by interferometer, surface photographs,
stylus — probe instruments. Interferometry is the technique used to measure the surface finish using
interference of fringes. The specimen isilluminated by a coherent source of light and fringes obtained in the
interferometer is interpreted to measure the surface finish. The stylus- probe method is commonly used to
determine the surface roughness of the specimen. In this apparatus, a measuring reed (stylus) slides on the
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surface of the specimen. The surface roughness of the specimen is magnified and displayed in the apparatus.

The commonly used surface roughness measuring techniques are depicted in figure 4.1

==

111

Figure:4.1 Types of surface roughness measurement

5.Modern wear measurement techniques:

In conventional measuring systems of wear, vibrations and cutting forces, the data are recorded
offline and the decision of tool insert changing have been taken by magnitude of the wear and vibrations. It
leadsto time consumption. To overcomethis adverse effect, online data monitoring techniques are devel oped
to monitor the wear, cutting forces and vibrations online and the datas are digitalized and transformed to
cloud to perform machining operation, tool changing decisions etc., these cloud computing systems plays a
key role in industry 4.0 and automation sector. In industry 4.0. the decision making of tool changing is
interpreted with deep learning and machine learning techniques. These machine learning techniques assists
to syrvey the data, monitor and learn the activities of CNC machines with respect to the feed rate, speed of
the spindle and depth of cut. The variations of vibrations, wear rate and cutting forces are studied, predicted
for tool changing activities. The advantages of digital transformation of these wear, cutting forces and
vibration data are helps in data storage and transferred from one place to other place by IOT technique.

6.Conclusion:

The conventional measurement of wear, vibration and cutting forces are demonstrated. The
parameters affecting the wear, cutting forces and vibrations are exhibited. The comparison made from
conventional and modern techniques of tool wear measurement, wear measurement and vibration
measurement are exhibited. Smart sensors, measurement technology have been evolved in machine tool
metrology to enhance industry 4.0 and internet of things to perform automation. The robotic machining
centres are have been accompanied with machine learning and deep learning technologies. The modern

techniques furnish the way to evolve new technologies and innovations in industry 4.0
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ABSTRACT ARTICLE HISTORY
Nowadays there is an increasing demand to develop light weight defense Received 2 January 2019
vehicles, fighter aircrafts and warships in order to enhance their mobility Accepted 5 May 2020
and fuel economy. It can be achieved by using the light weight structures
made up of Aluminum and Magnesium plates which will reduce the
weight, increase the payload carrying capacity and efficiency of the Friction stir welding; Post
vehicles. In the present work, experimental ballistic performance of weld heat treatmen{; Armor
Magnesium (AZ31B) Base Metal (BM), friction-stir-welded (FSW) and post- piercing projectile; Ballistic
weld-heat treated (PWHT) target plates have been determined by using performance

the 7.62mm Armor Piercing Projectiles (APP). Prior to ballistic testing,

Magnesium joints were prepared by the FSW process for various tool rota-

tional and welding speeds. Defect-free welds with better tensile and

impact properties, were obtained with tool rotational speed of 1200rpm

and the welding speed of 50 mm/min. PWHT was carried out with the

annealing temperature at 250°C for about 1hour. Microhardness and

microstructure of the FSW and PWHT joints were investigated. Highest

hardness (67 HV) was obtained for fine grain structure and precipitated

particles were observed for PWHT targets. Depth of Penetration of PWHT

target plates was approximately 17.55% and 16.31% lower than the BM

and FSW target plates respectively. Scanning Electron Microscopic observa-

tion of projectile penetrated channel showed the formation of Adiabatic

Shear Bands (ASBs). Due to a larger number of ASB lines, ballistic impacted

FSW surface showed more number of macro cracks compared to PWHT

surface. The PWHT joints showed the absence of fragmentation failure,

lesser cracks and ASB lines which increased the ballistic performance.

KEYWORDS
Magnesium plate (AZ31B);

1. Introduction

In recent years, there is an increasing requirement to develop lightweight structures for the
defense industry to minimize the weight of tankers, fighter aircrafts and ships in order to enhance
the payload carrying capacity and fuel economy of the vehicles. Aluminum (Al) and Magnesium
(Mg) alloys are being used to manufacture the ultra-lightweight armored ground vehicles tanks
and aircrafts due to their properties such as, lesser bulk density, high damping characteristics and
excellent dimensional stability. Jones and DeLorme (2008) have reported that, specific damping
capacity of the magnesium alloy is approximately 37% and 84% higher than that of steel and alu-
minum alloy respectively. Mathaudhu and Nyberg (2010) reported that, Magnesium alloy
(AZ31B) is generally used in tankers, cockpit, stabilizer fins and missile applications. In defense
tanks, many parts need both permanent and temporary joints. Bulk volume and irregular profile
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limit the traditional manufacturing process which requires welded joints, bolts and nuts which are
inevitable (Holmen et al. 2015). At present, Mg plates are welded by gas tungsten arc welding
(GTAW) and gas metal arc welding (GMAW) processes. Even though, reasonable welding speeds
can be achieved, formation of high weld residual stress and changes in metallurgical structures are
unavoidable [Lee et al. (2003)] and thus FSW was considered in the present work. This welding
technique has exhibited lesser distortion and improved joint strength compared to other welding
processes. Normally post weld heat treatment of welded joints can be used to reduce the residual
stresses and rebuild the weld properties. Generally FSW can be used to weld all grades of alumi-
num alloys and lack of work has been reported to study the weld ability of Mg alloys. In this paper,
weldability and ballistic performance of Mg (AZ31B) plates joined by FSW process have been
investigated for gaining further additional lightweight for the existing combat structures.

Generally welding of magnesium alloys is quite difficult in contrast to steel and aluminum alloys
due to its low surface tension and high surface vapor pressure. Many researchers (Fu et al. (2012);
Liu and Dong (2006) and Min et al. (2009) have reported that conventional welding processes such
as, GTAW, electron beam welding, and laser beam welding and resistance spot welding processes
will be suitable to magnesium alloy. Padmanaban, Balasubramanian, and Reddy (2011) reported
that, among these welding processes of AZ series, Mg alloy is difficult to weld due to porosity forma-
tion and defects such as solidification cracking, oxidization and hot cracks which may deteriorate
the joint’s strength. Several researchers (Jannet, Mathews, and Raja (2014), Munoz et al. (2008) and
Zhao et al. (2010) suggested that magnesium and aluminum alloy welds manufactured by FSW pro-
cess have enhanced the tensile strength, hardness and impact strength related to fusion welding pro-
cess. FSW is the most successful process, enabling a possible solid-state joining technique which has
enormous potential in the welding of non-ferrous alloys, because it can provide reliable joint-effi-
ciency with lesser thermal deformation of work species.

Several researchers (Richmire, Sharifi, and Haghshenas (2018a), Lockyer and Russell (2000)
have made an attempt to investigate the mechanical properties of welded Mg plates joined by
FSW process. Motalleb-Nejad et al. (2014) studied the effect of FSW pin geometry on mechanical
behavior and microstructural variation of AZ31B magnesium butt welded joint. Pin profiles var-
ied from cylindrical shape, screw threaded shape and tapered profile were considered and proved
that tapered and screw threaded pin profiles showed finest microstructure and higher mechanical
properties. Similar observation was made by Ilangovan et al. (2015), while joining heat treatable
(AA6061) and non-heat treatable aluminum alloys (AA5083). This is due to the fact of threaded
taper profile causes improved flow of materials in between two alloys and formation of defect
free welded joints. Padmanaban and Balasubramanian (2010) studied the effect of FSW process
parameters such as, tool speed, welding feed and axial force on mechanical properties of Mg
(AZ31B) alloys. They observed that, tool speed of 1600 rpm, a welding feed of 0.67 mm/s, and an
axial force of 3kN showed improved joint efficiency. It is also mentioned that, optimum level of
heat developed, finer grains, and higher hardness were the main reasons for the better tensile
properties of these joints. Similarly [Singarapu, Adepu, and Arumalle (2015)] observed that tool
rotational speed and traverse speed are the important parameters in deciding the mechanical
properties of friction-stir-processed AZ31B magnesium alloy. The observations of [Sevvel and
Jaiganesh (2014)] also confirmed that tool rotational speed, traversing rate and profile (taper)
plays an important role in determining the optimum mechanical properties of Mg joints. In add-
ition, [Fu et al. (2012)] noticed that, FSW tool rotating in anti-clockwise direction shows
improved mechanical properties. Shen, Wang, and Liu (2012) studied the effect of tool pin diam-
eter on microstructure and mechanical properties of friction stir spot welded AZ31B magnesium
alloy joints. It is noted that, a larger pin diameter leads to the formation of coarse grains at differ-
ent zones of the welded joints. Even though, many researchers have studied the influence of sev-
eral FSW process parameters on mechanical properties, lack of work has been reported to
determine the influence of those properties on ballistic behavior.
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Guo et al. (2009; 2011) determined the optimum post weld heat treatment parameters to obtain
improved mechanical properties of the friction stir welded Magnesium (AZ31) joints. Maximum yield
and tensile strength of 139.9 MPa and 238.4 MPa were obtained for the joint. The authors reported
that, heat treatment after welding will be beneficial to achieve improved joint properties. Ballistic per-
formance of the joints has not been attempted. Fukumoto et al. (2007) studied the effect of post weld
heat treatment on microstructure and mechanical properties of friction welded Magnesium joints.
The authors could able to achieve fine grain size at the weld region due to dynamic recrystallization
and they mentioned that, effect of PWHT is significant beyond a grain size of 15 um. Balakrishnan,
Balasubramanian, and Madhusudhan Reddy (2013b) improved the ballistic performance of the
welded steel joints by depositing a soft austenitic stainless-steel buttering layer in between the base
metal and the hard faced layer. During this process, the welded samples were heated additionally.
Wang et al. (2017) determined the optimum post weld heat parameters to achieve the improved
mechanical properties and microstructures. The authors suggested that, heating the joints for about
300°C and one hour will improve the yield strength, fatigue strength and microhardness.

Thompson et al. (2012) suggested that ballistic performance of the friction stir welded joints is
superior to other welded joints prepared by arc welding process. Thompson et al. (2012) and
Sullivan et al. (2011) mentioned that, among the gas welding techniques, FSW plays a key role in
the manufacture of military vehicles for its structural integrity, hull structures and trailer frames
of combat vehicles. The influence of post weld heat treatment has not been considered. Abdullah
et al. (2015) determined the ballistic failure behavior of AZ31B magnesium alloy with addition of
lead with three different proportions of lead (1%, 5%, and 10%) manufactured through the
Disintegrated Melt Deposition (DMD) process. Energy absorption characteristics have been eval-
uated by experimental and numerical ballistic tests. It was noticed that 5% addition of lead in
AZ31B increased the energy absorbing capacity and durability. Banichuk et al. (2013) mentioned
that, most of the homogenous solid target plates failed by cone fracture. Jones et al. (2007) has
conducted ballistic experiments on a rolled Mg plate and compared the observations with
AA5083 targets. Jones et al. (2012) has proven that, Mg (AZ31B) will be a very good substitute
armor material for AA5083 against armor piercing projectiles. Ben-Dor, Dubinsky, and Elperin
(2006a) noticed superior ballistic resistance for monolithic target plates than composed thin target
plates at equal thickness. Army research Laboratory (ARL) of US government has conducted
several ballistic experiments and developed the first set of Mg alloy acceptance standards:
MIL-DTL-32333 (MR). Ben-Dor, Dubinsky, and Elperin (2006b; 2010; and 2018) estimated the
ballistic performance of the targets using the DOP value. The magnesium targets were thermally
treated prior to ballistic experiments and the observations are limited to base metal only.

Many researchers (Padmanaban and Balasubramanian (2010), Sevvel and Jaiganesh (2014) have
investigated the influencing factors affecting the mechanical properties of magnesium (AZ31B)
FSW welded joints. However, the effect of PWHT on ballistic properties of magnesium -welded
joints has not been investigated elaborately. Lack of work has been reported to determine the ballis-
tic performance of friction-stir-welded magnesium joints. The primary objectives of this work are:

i. To determine the mechanical properties of AZ31B magnesium alloy (BM) and friction- stir
-welded joints as per ASTM standards.

ii. To determine the optimum FSW process parameters, such as tool rotational speed (rpm)
and welding speed (mm/min) for producing sound and defect-free joints with improved
mechanical properties.

iii. To investigate the effect of PWHT on microhardness and microstructure of AZ31B friction
-stir -welded joints.

iv. To determine the ballistic performance of BM, FSW and PWHT joints of AZ31B magne-
sium alloy targets using 7.62 mm Armor Piercing Projectiles (APP). In addition, the ballistic
impact fracture behavior of FSW and PWHT targets will be investigated.



IS

S. D. KUMAR AND S. S. KUMAR

The objectives of the present work were achieved in three stages.

e In stage-1, the influence of FSW process parameters, namely, tool rotational speed (rpm) and
welding speed (mm/min) on the mechanical properties (tensile strength, impact test and hard-
ness) was carried out experimentally. This is to obtain the defect-free weld parameters.

e In stage-2, using the optimum parameters obtained in stage-1, sound and defect-free friction-
stir-welded samples were prepared, and PWHT was carried out.

e In stage-3, ballistic performance of BM, FSW joints and PWHT joints were evaluated by
impacting 7.62 x 39 mm APP, and fractographic examination was carried out using Scanning
Electron Microscope (SEM).

2. Experimental procedure
2.1. Preparation of magnesium-welded joint by FSW process

The Base Metal (BM), as received for experiment, was magnesium alloy AZ31B which was 8 mm
thick, fabricated using the Disintegrated Melt Deposition (DMD) technique. These plates were
prepared by melting the magnesium alloy ingots at a temperature of 680 °C in an inert gas atmos-
phere in an electrical heating furnace. Further flat casted plate is configured to the required size

Table 1. Chemical composition (wt %) of AZ31B Magnesium alloy [J.W. Liu et al. (2014)].
Al Mn Zn Mg
3.1 0.2 1 Bal

Table 2. Mechanical properties of AZ31B Magnesium alloy.

Yield strength (MPa) Ultimate tensile strength (MPa) Elongation (%) Hardness at 0.1 kg load (Hv) Impact energy (J)
149.5 213.679 18.285 66 6
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Figure 1. FSW tool dimensions.
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Table 3. Details of FSW pin profile.

SI.No Tool parameters Values

1 Tool material Hot Work Tool Steel (H13) C,0.45; Cr,
5.5; Mn,0.5; Mo, 1.75

2 Tool shoulder diameter, D (mm) 28

3 Pin diameter, d (mm) 9

4 D/d ratio of tool 2.8

5 Pin length, L (mm) 7.7

6 Shoulder penetration inserted into the 0.2

surface of base metal (mm)
7 Tool inclination angle (deg) 0

Table 4. Macrograph of joint cross section to fix the process parameter.

SI. No Welding parameter Macrograph of joint cross section Name of the defect / reasons
1 Tool Rotational speed less than 1000 rpm 1 | Tunnel : Insufficient heat input

2 Tool Rotational greater than 1400 rpm Tunnel and crack: Higher heat input
L}
3 Welding speed less than 40 mm/min P Worm hole : Excessive heat input
Wi hais

4 Welding speed greater than 60 mm/min. Tunnel : In sufficient heat input

B

-

Crach
Y
-

of 100mm X 50 mm using an abrasive cutting and vertical milling center. The chemical compos-
ition of the AZ31B Mg alloy is shown in Table 1.

Mechanical properties of the Mg alloy such as tensile strength, hardness and impact strength
were determined by conducting the experiments as per ASTM standard and the values are listed
in Table 2.

FSW tool was made of H13 steel with a tapered pin profile. This has a better joint efficiency
and microstructure for AZ31B FSW welded joint compared to other profiles (Motalleb-Nejad
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Figure 2. Macrograph image of defect free AZ31B FSW.

Table 5. Process parameters used for FSW.

Test No Joint Designation Tool Rotation Speed (rpm) Welding speed (mm/min)
1 A 1000 40
2 B 1000 50
3 C 1000 60
4 D 1200 40
5 E 1200 50
6 F 1200 60
7 G 1400 40
8 H 1400 50
9 | 1400 60

Figure 3. Photographic view of nine FSW joints.

et al. (2014) and Shen, Wang, and Liu (2012). Figure 1 shows the tool dimensions and the prop-
erties of non-consumable taper pin are tabulated in Table 3.

An indigenously developed FSW machine [15Hp; 3000 rpm; 30 KN] has been used for the fab-
rication of the FSW joints. The significance of the tool rotational speed and welding speed in
determining the tensile strength and defect-free FSW joints are depicted in the published results
(Fu et al. (2012) and Shen, Wang, and Liu (2012). To start with, FSW joints were fabricated by
varying these process parameters to achieve defect-free welded joints.
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Nine FSW trial runs were conducted to determine the working range of tool rotational speed,
welding speed, and the specimens are extracted from each trial and it is subjected to macrostruc-
ture analysis. Table 4 shows the macroscopic joint defects noticed after different trial runs.

The following observations were made:

o A ‘worm hole’ defect was observed when the welding speed was less than 40 mm/min, and a
‘tunnel defect’ was experiential with a tool rotational speed lower than 1000 rpm.

e A crack and a few tunnel defects were observed when the tool rotational speed was more than
1400 rpm and a welding speed of more than 60 mm/min.

Reasonable process-parameter limits were selected to enable the preparation of FSW joints
without any macro-level defects as shown in Figure 2.

Two parameters, each at three levels, were used for the fabrication of nine different joint desig-
nations. The process parameters considered for the FSW joints are listed in Table 5. Nine FSW
joints were fabricated as shown in Figure 3.

Precisely nine macro-level defects-free FSW-welded joints of the AZ31B alloy were fabricated.
Their tensile, and impact properties were examined by performing the tensile and Charpy impact
tests as per the ASTM standards. Post weld heat treatment was done at a furnace with a tempera-
ture of 250 °C for about 1-hour duration. The effects of PWHT on the microstructures, hardness
and ballistic properties of this FSW joint were investigated.

2.2. Ballistic test procedure of different targets

Ballistic impact experiments were performed on magnesium (AZ31B) BM, FSW joints and
PWHT joints to determine the ballistic performance as per the Military standard of MIL-DTL-
32333 (MR). Figure 4(a) illustrates the schematic arrangement of ballistic experimental setup and
Figure 4(b) shows the photographic view of the ballistic testing machine.

Ballistic impact experiments were performed on FSW joints and PWHT joints by directing the
projectile toward the stir zone (SZ) region. The target plates with a dimension of 8 mm thickness
and 110 x 110mm? cross sections as front plates were held into the fixture. Aluminum plates
(Al6062) with dimensions of 20 mm thickness and 75 x 150 mm? cross sections were used as a
backing plate. The front plate and Al6062 backing plate were clamped together rigidly with the
help of holding clamps without any air gap. The ballistic impact resistance of different targets
such as BM, FSW joints and PWHT joints were estimated by measuring the DOP of projectile
into Al6062 backing plates. Armor piercing projectile (APP) of 7.62mm x 39 mm with hard steel
core (HSC) and a soft core of copper jacket were considered for the experiment. Photographs of
the projectile before and after ballistic impact test are shown in Figure 5(a) and (b). The total
mass of core was 7.85¢g with the ball powder mass of 1.420g. A projectile was fired from a gun
barrel located at a distance of 10 m away from target plates at 0° degree angle of attack. An infra-
red light emitting diode was located between the gun barrel and the target area to measure the
striking velocity of the projectile.

3. Results and discussion
3.1. Tensile properties of FSW joints

Nine macro level defects-free FSW-welded joints of the AZ31B alloy were fabricated and their
tensile properties were examined by performing the tensile test as per the ASTM-E08 standard.
Figure 6 shows the dimensions of tensile test specimens as per ASTM standard were machined at
a right angle to FSW welding direction using a CNC milling machine.
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Figure 5. (a) Projectile with cartridge. (b) Projectile core.

Tensile testing was carried out by a universal testing machine of 100 KN capacity [Model:
KIC-1-1000-C and Make: Kalpak, India], and its specimens are shown in Figure 7.

The specimen was loaded between the crossheads of the UTM subjected to a load of 100 KN
with a strain rate of 107* s ~' at a crosshead speed of 0.5mm/min at room temperature. The
stress-strain curves for FSW joints are shown in Figure 8(a). Yield strength, tensile strength and
percentage of elongation was determined for BM and different designations of FSW joint. For
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Figure 8. (a) Stress - Strain for FSW joints. (b) Tensile test results for various joint designations.
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each joint designation, three specimens were tested. The average tensile results are shown in
Figure 8(b).

Among the nine FSW joints, the joint which was fabricated with a tool rotational speed of
1200 rpm and the welding speed of 50 mm/min (Joint designation “E”), indicates a higher yield
strength (120.5 MPa), tensile strength (161.42 MPa) and elongation (15.68%) .

The above combination of process parameters produces sufficient heat during welding, leading
to a good homogeneous mixing of metal in the weld region and optimum material flow. The ten-
sile properties of joints fabricated G (1400 rpm, 40 mm/min), H (1400 rpm, 50 mm/min) and I
(1400 rpm, 60 mm/min) were 70% lower than the joint designation “E”. When the tool rotational
speed was increased from 1200rpm to 1400 rpm, the heat generation within the SZ region also



10 S. D. KUMAR AND S. S. KUMAR

increases due to superior frictional heat which causes more thermal stresses at a slower cooling
rate. These led to excessive grain growths, which subsequently reduces the tensile properties of
the FSW joint. This result is in concurrence with that of Padmanaban and Balasubramanian
(2010). Tensile fractures were observed in the SZ for the joint designations A, B, F, G, H and I
and it was identified that the joint designations C, D and E fractured at the advancing side of
Thermo Mechanically Affected Zone (TMAZ) and Heat Affected Zone (HAZ) regions which are
shown in Figure 7. Mahmoud, Gaafer, and Khalifa (2008) and Rajakumar, Muralidharan, and
Balasubramanian (2011) reported that in FSW, as the tool rotational speed increases, the heat
input in the stirred zone also increased. The higher tool rotational speed resulted in higher tem-
perature and this led to the movement of material to the top surface of the SZ region, which con-
sequently produces microvoids in the SZ [Padmanaban and Balasubramanian (2010)] hence this,
might be one of the reasons for joint designations G, H and I fractured at SZ .The joint designa-
tions A and B fractured in the SZ region due to lower tool rotational speed, which resultantly
produces insufficient heat generation and inadequate metal filling in SZ which causes some
internal defects in the weld joint. Similar results were observed in the work (Hassan et al. (2010)
and Rajakumar, Muralidharan, and Balasubramanian (2011). The fracture occurred in the SZ
region of F joint designation and this is due to higher welding speed compared to D and E.
Thus, higher welding speed results faster cooling rate and insufficient heat input which might
cause improper mixing of metal that produces insufficient bonding in the FSW joint. Singarapu,
Adepu, and Arumalle (2015) reported an increase in welding speed decreases the tensile strength
and percentage of elongation of FSW joint of AZ31B. The fracture for the joint designations C,
D and E occurred at the advancing side of HAZ. The SZ which is closer to the advancing side
experiences higher thermal effects. It also exhibits superior plastic deformation during the FSW
process than on the retreating side. Hence, this results to the formation of coarse «-grains in the
advancing side of HAZ, which eventually reduces the strength and lead to fracture. Similar obser-
vations were made by (Fu et al. (2012) and during tensile testing of Mg joints prepared by FSW
process. Thus one expects joint fracture at the advancing side of HAZ. However, as mentioned
earlier, the joint designation E (1200 rpm, 50 mm/min) shows the superior tensile strength com-
pared to other joint designations. Hence the above observation indicates that an optimum com-
bination of tool rotational speed and welding speed can influence the tensile properties of
the joints.

3.2. Impact properties of AZ31B welded joints

Charpy Impact test was carried out using impact testing machine [Model: IT-30 and Make: FIE,
India] at room temperature as per the ASTM-E23-04 standard. Specimens with V- notch at the
middle region of weld metal were prepared as per the dimensions as shown in Figure 9.

The impact energy absorbed by each joint was compared with BM. Three experiments were
conducted for each joint designation and the average values were plotted in Figure 10. The
impact energy of FSW joints of AZ31B was found inferior to the BM. The highest impact energy
was demonstrated by the joint fabricated, using joint designation of C, D and E which was 16%
lower than the BM, but superior to all other FSW joint designations.

i

L]
gt 2
= B - =
Figure 9. Dimensions of impact test specimen.
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Figure 10. Effect of process parameters on impact test.

It was noted that there was a gradual decrease in the impact energy when rotational speed
increases beyond 1200 rpm due to the effect of high heat input, which led to inappropriate thermal
softening of material during FSW.

3.3. Microstructure studies on joints before and after PWHT

In order to understand the effect of PWHT, microstructure analysis of the BM, FSW and PWHT
at different regions were examined using optical microscope [Model: SB-B1-1 and Make: Seiwa,
Japan]. Before the metallographic investigation, the samples were sectioned and polished using
different grit size of emery paper and finally polished with synthetic fiber cloth along with the
diamond paste. The chemical etching was done using the solution containing (10 ml acetic acid
(CH5;COOH), 5ml picric acid (C4H3N;305), 95ml ethyl alcohol and 10 ml water). Figure 11(a)
and (b) illustrates the micrographs taken at BM region of FSW and PWHT joints. BM region of
FSW consists of non-uniform microstructure together with dendrites and the presence of inter-
metallic structure.

Figure 11(a) shows the microstructure consisting of primary «-Mg and the intermetallic phase
of Mg;,Al;, at grain boundaries. After the PWHT near the BM region, the majority of the inter-
metallic phase was dissolved and several halos were noticed in Figure 11(b). Energy Dispersive X-
Ray Analysis (EDX) confirms the presence of Mg;,; Al;, phase at particular region as shown in
Figure 12.

A pattern of halos is caused by the diffusion of Al from the Mg, Al;, intermetallic phase and
supersaturated eutectic o-Mg to the surrounding primary o-Mg dendrites which are similar to the
research reported in Wang, Liu, and Fan (2006; Wang et al. 2014). The SZ region of FSW joint
showed in Figure 13(a) shows a more uniform microstructure as compared to the BM region.
Fine-grained dynamically recrystallized structure observed in the SZ region and dendrites struc-
ture over region gets partially disappeared which due to a high-temperature effect was caused by
stirring action of FSW tool. Other researchers [Richmire, Hall, and Haghshenas (2018b)] have
also found related fine grains and disappeared dendrites structure in the SZ region of cast magne-
sium alloy FSW joint.

The SZ region of PWHT Figure 13(b) reveals much fine and equiaxed a-Mg grains compared
to non-heat treated FSW joints. The average grain sizes of the SZ region ~-FSW were 38 pm and
12pum at the lowest in the SZ region of the PWHT. The SEM morphology of the PWHT SZ
region shown in Figure 14(a) illustrates that a few precipitations were observed at the grain
boundary. The prime reason for the resemblance between the structure of the PWHT-SZ region
and that of FSW-SZ region is due to heat treatment followed by cooling in the furnace. HAZ
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Figure 11. Optical micrographs. (a) BM-FSW. (b) BM-PWHT.
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Figure 12. EDX results for Mg,7 Al;, phase.

without heat-treated condition shows the coarse a-Mg and thin eutectic structure which is illus-
trated in Figure 13(c); however, this is because of insufficient thermal cycle and absence of plastic
deformation caused by the FSW tool. This is the one of the reason of fracture observed at the
FSW-HAZ region during the tensile test. Figure 13(d) shows a substantial presence of Mg;,Al;,
and thick eutectic structure compared to HAZ without heat-treated condition.

The average grain sizes of the HAZ region —-FSW were 68 um and 48 um at the lowest in the
HAZ region of PWHT. It was observed in the SEM image as shown in Figure 14(b), quite discon-
tinuous precipitates near the grain boundaries. The fact that the formation of precipitates after
heat-treatment slightly increases the hardness value of the SZ region compared to BM in the pre-
sent study and it is in agreement with the results of [Wang et al. (2017)] whose analysis con-
cluded that heat treatment technique improves the hardness value of AZ31B FSW joint.
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Figure 14. SEM micrographs. (a) SZ-PWHT. (b) HAZ-PWHT.

3.4. Effect of PWHT on microhardness of joints

Microhardness measurement was taken using a Vickers hardness testing machine [Model: MMT-
3 and Make: Matsuzawa, Japan] as per ASTM-E-384-05 standard. Indentation load of 100 g and
dwell-time of 15s were used. The specimen had a cross-section along the transverse direction.
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Figure 15. Microhardness variations of FSW and PWHT samples.

Hardness reading was taken at regular intervals of 2mm on both sides of the weld. Three set of
values were taken at each distance and an average results with error of the FSW and PWHT
joints is shown in Figure 15. SZ of FSW joint and PWHT joint shows a considerable hardness
variations, compared to the BM. Microhardness for the FSW and PWHT joints shows a decreas-
ing trend in the TMAZ region and also a drop at the HAZ region on both sides of the joints.

The least hardness value was observed at the HAZ - non post weld heat treated FSW region,
which is due to the presence of coarse «-Mg illustrated in Figure 13(c). The hardness values for
PWHT condition (67 HV) is higher than non-heat treated FSW joint (63 HV). The improved
hardness in the PWHT -SZ region is attributed to the formation of precipitates and fine grain
structure illustrated in Figure 13(b).

The annealing effect on HAZ -PWHT had little influence on the formation of recrystallized
grain size of 48 pm which is smaller compared to HAZ-FSW. The HAZ region of PWHT shows a
little difference in contrast with the HAZ region of FSW hardness. The investigation confirms an
improvement in hardness at SZ due to PWHT.

3.5. Ballistic results

Ballistic impact test were performed on magnesium (AZ31B) BM, FSW and PWHT joints in two
stages. In stage 1, ballistic impact test of BM was conducted at three different velocities
368+ 10m/s (low velocity), 456 £ 10 m/s (medium velocity) and 597 + 10 m/s (high velocity) that
are referred to as SO1, S02 and S03 for each target at least two test were performed as shown in
Figure 16. For each projectile impact, DOP was measured on a 20 mm thick Al6062 backing plate
placed behind the target.

In stage 2, the ballistic impact test of AZ31B FSW joints and PWHT joints were carried out
with a striking velocity of 456 + 10m/s. The FSW joints were prepared from the suitable process
parameter (1200 rpm, 50 mm/min) as the common designation “E”. These FSW joints were
defect-free and showed excellent mechanical properties. These joints were subjected to PWHT
process, followed by ballistic impact test. To determine the DOP value, seven shots were made on
the FSW and PWHT targets. Among these seven shots, three for FSW (S04, S05 and S06) joints
and the other four shots for PWHT (507, S08, S09 and S10) joints were performed.

3.5.1. Mechanisms in ballistic impacted AZ31B magnesium targets

Figure 17(a)-(c) illustrate the front face of BM targets namely, SO1, S02 and S03, which was sub-
jected to projectile impact. The initial impact of the projectile caused failure of S01 and S02 tar-
gets. A crack was noticed around the crater region at the front side of SO1, which led to a shift in
the projectile on the target.
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Figure 16. Ballistic test of AZ31B base metal with three different velocities.
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Figure 17. Front face penetration channel of AZ31B plates after ballistic test. (a) SO1 plate. (b) SO02 plate. (c) SO3 plate. (d)
S03plate penetration channel.

The above phenomenon occurred due to the higher value of initial stress rather than the ultimate
strength of the material. A bulge occurred on the front face of the S03 target after the formation of
the hole during the penetration of projectile. There was a failure due to ductile hole enlargement.
The cross-section of the SO3 penetration channel is shown in Figure 17(d). When the striking vel-
ocity was increased from 368 m/s to 597 m/s, changes in the mode of failure were observed.
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Figure 18. Front face penetration channel of FSW joints after ballistic test. (a) S04 plate. (b) SO5 plate. (c) S06 plate penetra-
tion channel.

Figure 19. Front face penetration channel of PWHT joints after ballistic test. (a) SO7 plate. (b) S08 plate. (c) SO8 plate penetration
channel.

Figure 18(a)-(c) shows the front face and penetration channel of FSW-welded targets S04, S05
and S06 which were subjected to the projectile impact velocity of 456 + 10 m/s. The mechanism of
failure in the front face was observed as a ductile hole enlargement in the S04 target.

The mechanism of failure changed from ductile hole enlargement with a little amount of spal-
ling in the front face of the SO5 target. A crack formed near the TMAZ zone and the projectile
penetration shifted away from the SZ region due to the non-uniform hardness of the welded
joint. Figure 18(c) shows the penetration of the projectile into the S06 target along the direction
of thickness. Ballistic failure mechanism observed was plugging in addition to a limited ductile
failure. The occurrence of plugging failure could be due to higher shear stress developed around
the hole region. Similarly, the occurrence of a ductile failure at the exit region was due to a minor
decrease in hardness along the thickness direction.

Figure 19(a) and (b) shows the front portion of the projectile penetrated region of PWHT tar-
gets of SO7 and S08. Penetration channel of the S08 PWHT target is shown in Figure 19c.
Combined modes, such as plugging and scabbing, were observed in these targets.

Plugging was observed at the entry stage of the projectile due to the variations in shear stress
produced around the SZ region. “Scabbing” appeared at the exit region of a target. The formation
of fracture produced by deformation was the result of a decrease in hardness as the ballistic
resistance depends upon the hardness of the target (Balakrishnan, Balasubramanian, and
Madhusudhan Reddy (2013a); Erdem et al. (2016); and Igbal et al. (2017).

DOP of the projectile into the target and back plate was measured using a digital probe type
height gauge [Model: Digimar 814 SR and Make: Mahr, Germany]. Projectile penetrated backing
plates were sectioned using a band hacksaw machine and images were taken along the penetra-
tion channels for various conditions which are shown in Figure 20.
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Figure 20. Penetration channel in Al6062 backing plate.

Table 6. Ballistic impact results of different targets.

SI.No Type of Target Shot No Velocity (m/s) Depth of penetration (DOP) in mm
1 BM S01 368 8.39
2 S02 456 13.56
3 S03 597 18.30
4 FSW S04 448 11.19
5 S05 454 12.87
6 S06 456 13.36
7 PWHT S07 452 10.15
8 S08 456 11.18
9 S09 454 10.10
10 S10 456 11.12
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Figure 21. Comparison of DOP of various Targets.

Table 6 provides a summary of the experimental ballistics results for different types of targets,
and the striking velocity. Different trials were attempted for a particular projectile velocity in
order to ensure the repeatability of experimental results.

DOP measurement indicates better ballistic resistance of PWHT targets compared to FSW and
BM targets. DOP values of the PWHT target were 17.55% and 16.31% lower than BM and FSW
targets as shown in Figure 21. The superior performance could be due to the formation of ther-
mal gradients during the annealing process. During the FSW process, the stirring action of the
tool causes flow stress which reduces the thermal softening of the material.

Microstructure of PWHT-SZ depicts the formation of fine grains with a hardness of 67HV,
when compared to non-post heat treated FSW stir zone of 63HV hardness. Improved hardness
near the PWHT-SZ absorbs ballistic impact caused by the projectile and hence there was less
DOP value when compared to FSW and BM targets. The annealing process of the weld region
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Figure 22. Fractographs of fracture surface after ballistic test of striking velocity 456 m/s. (a) FSW crater surface. (b) PWHT cra-
ter surface.

increases the hardness and formation of small precipitates when compared to non-heat treated
welded plates. The improved hardness value and precipitates offer resistance against projectile
penetration of the PWHT targets and thus reduces the DOP value.

The ballistic testing of PWHT targets indicates that ductile hole growth dominates in most of
the targets. Hardness and ductility of the material have been the causes of this type of failure on
targets (Erdem et al. 2016). Fragmentation type of failure was not observed in all three conditions
of AZ31B magnesium alloy, leading to the conclusion that a solid-state welding process does not
affect the ballistic performance of the FSW joints. In the case of FSW joints, the DOP value of
the welded joints was slightly lower than BM. Improved ballistic resistance was observed for
PWHT targets, when compared to BM and FSW targets. A fractographic analysis was carried out
to understand the fracture behavior of each target.

3.6. Fractographic analysis of ballistic fractured surface

The fractographic analysis of the projectile-penetrated regions was carried out using a Scanning
Electron Microscope (SEM) [Model: Sigma 300 and Make: Zeiss, Germany]. Figure 22(a) and (b)
depicts the SEM fractographs captured at the middle region of the penetration channel of FSW weld
region and PWHT target plates. FSW and PWHT target plates indicates the combined failure modes
of ductile and shear fracture. A large number of adiabatic shear bands (ASBs) was observed at the
FSW crater region, compared to PWHT surface which results in a decrease in ballistic performance.
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Plugging mode failure of FSW target was due to the effect of considerable shear stress developed
around the penetration region. The presence of ASBs was observed near the tensile opening region.

The presence of small dimples along the penetration channel of the PWHT target indicates that
penetration process assisted by ductile hole enlargement could be the reason for the decrease in the
DOP value. At a magnification of 100 pm, non-propagating microcracks were observed at two loca-
tions of the PWHT target penetration channel. In FSW target, both crack nucleation and propagation
region were noticed in Figure 22(a). The results confirmed the capability of the PWHT stir zone to
absorb the projectile impact energy with the formation of minimum ASBs which, in turn, resulted in a
less number of microcracks. The present fracture results showed a good correlation with the observa-
tions of published results (Erdem et al. (2016); Sullivan et al. (2011); and Sukumar et al. (2013).

4. Conclusions

Experimental investigations on the consequence of FSW process parameters and PWHT on ballis-
tic resistance of magnesium -welded joints was carried out. The present attempt is aimed to
understand the suitability of magnesium plates, and welded joints for possible lightweight defense
vehicle construction, and the following observations were made from the results.

1. Macro-level defect-free magnesium FSW joint was obtained using a taper pin profile tool.
The tool rotational speed of 1000, 1200, 1400 rpm and the welding speed of 40, 50, 60 mm/
min were considered primarily. Tool rotational speed of 1200 rpm and a welding speed of
50 mm/min showed a highest joint tensile strength (161.42 MPa) with impact energy (5]).

2. The microhardness of PWHT was improved when compare to FSW joints, which is due to
annealing effect.

3. Among the BM, FSW and PWHT joints tested, PWHT joints offers maximum ballistic resist-
ance with less depth of penetration and without any fragmentation mode of failure. The
DOP of PWHT plate was observed to be 17.55% and 16.31%, which was lower than that of
BM and FSW plates.

4. During the projectile impact, crack formation was observed at the HAZ of a friction-stir
welded plate as the result of variations in hardness distribution. It was also prominent that
the friction between the projectile and target and hardness played a vital role in ballistic
resistance of the targets.

5. Post-ballistic fractographic investigation of the fracture surface showed the formation of
ASBs, micro cracks and macro cracks in the PWHT and FSW target plates respectively. The
PWHT target exhibited less number of ASBs lines and micro cracks when compared to the
FSW target. The experimental observations indicate that magnesium AZ31B can be a suitable
alternative material for developing lightweight defense vehicles.
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Abstract: Ballistic behaviour of different zones of post-weld heat-treated (PWHT) magnesium alloy (AZ31B) target
against 7.62 mm % 39 mm armour-piercing (AP) projectile with a striking velocity of (430+£20) m/s was determined.
Magnesium alloy (AZ31B) welded joints were prepared by using friction stir welding (FSW) process and subjected to
different heat treatment conditions. The microhardness values of non-heat-treated and heat-treated FSW joints were
investigated. The results indicated that PWHT process (250 °C, 1 h) has improved the microhardness of heat-treated
FSW joints. Scanning electron microscope (SEM) microstructure showed that heat treatment has caused the formation
of fine a-Mg grains and tiny precipitates and made the dissolution of f-Mg;;Al,, phase into the Mg matrix. The ballistic
behaviour of PWHT zones was estimated by measuring the depth of penetration (DOP) of the projectile. Lower DOP
value was observed for the base metal zone (BMZ) of a heat-treated welded joint. Post ballistic SEM examinations on
the cross-section of all three zones of crater region showed the formation of adiabatic shear band (ASB).

Key words: AZ31B magnesium alloy; post-weld heat treatment; ballistic behaviour; penetration depth; adiabatic shear

band

1 Introduction

In recent years many researchers have tried to
use magnesium alloys for defence applications due
to their better damping capability and lower density
when compared to the steels and aluminium alloys.
Mg alloys have been used in the defence tankers
and defence aircrafts to decrease the mass and
increase the fuel efficiency of the vehicle used in
defence applications [1]. ABDULLAH et al [2]
studied the ballistic resistance of cast AZ31B Mg
alloy plates produced by disintegrated melt
deposition (DMD) technique and reported that the
addition of lead as reinforcement enhances the
ballistic resistance. In the fabrication of defence
tankers and vehicles structures, inevitably, there is a
need of permanent and temporary joints. However,

knowledge and selection of joint are most essential
in the design of defence vehicle’s structures against
the ballistic impact loads. The most common
permanent joining technique is welding. Still,
welding of magnesium is quite tricky, owing to its
less surface tension and vapour pressure. However,
traditional fusion welding techniques are not
suitable for cast AZ31B Mg alloys due to the
formation of solidification cracking, embrittlement
and porosity in the weld zone [3,4]. The heat input
during fusion welding process is higher compared
to that during FSW [5]. THOMPSON et al [6]
observed that the ballisitc limit of FSW 2xxx and
S5xxx series of aluminium alloy joints is superior to
that of gas metal arc welding (GMAW) aluminium
alloy joints against the impact of armour-piercing
(AP) projectile.

Generally, FSW is the most promising solid-

Corresponding author: S. SURESH KUMAR; E-mail: sureshkumars@ssn.edu.in

DOI: 10.1016/S1003-6326(20)65484-X

1003-6326/© 2021 The Nonferrous Metals Society of China. Published by Elsevier B.V. & Science Press


http://crossmark.crossref.org/dialog/?doi=10.1016/S1003-6326(20)65484-X&domain=pdf

S. DHARANI KUMAR, S. SURESH KUMAR/Trans. Nonferrous Met. Soc. China 31(2021) 156—166 157

state welding technique in which no melting occurs
in the base metal (BM) and width of the heat
affected zone (HAZ) is less. In the FSW process, a
non-consumable tool will produce frictional heat
combined with plastic deformation in the nugget
zone (NZ) of FSW joint. FSW is being increasingly
used in tanks and military vehicle applications [7].
SULLIVAN and ROBSON [8] determined the
ballistic behaviour of thick AA7010-T7651 plates
joined by FSW process and noticed that the loss of
hardness in the HAZ region results in 20%
reduction in ballistic limit. In addition, they found a
linear correlation between hardness and ballistic
performance. ERDEM et al [9] determined the
hardness, microstructure and ballistic performances
of friction stir welded 7039 aluminium alloy plates
of different zones of NZ, HAZ and BMZ. The
ballistic limits of the NZ and HAZ are observed to
be lower than that of BMZ. HOLMEN et al [10]
studied the metal inert gas (MIG) welded
AA6082-T6 alloy plates against 7.62 mm AP
projectile to determine the ballistic behaviour of
different weld zones. It was observed that ballistic
limit of the base metal was higher than that of other
weld zones and the least ballistic limit occurs in the
HAZ. JHA et al [11] determined the ballistic limit
of aluminium 2219 alloy plates with 6.4 and
7.8 mm in thickness joined by tungsten inert gas
(TIG) welding. They observed the formation of
adiabatic shear band (ASB) which caused the
separation of surfaces and resulted in solidified
debris on the fracture surfaces.

It is important to study the ballistic failure
mechanisms and damage fracture surface of targets
after the ballistic impact test. A few ballistic
fracture studies have been done on various
ferrous [12] and non-ferrous alloys [13]. The
improved strength and microhardness of the target
caused reduction of ASB formation and reduced the
depth of penetration (DOP) [14]. ASBs led to
cracks and micro-pores in the crater region of a
high strength thick steel plate in the tempered
condition [15]. SUKUMAR et al [16] observed that
920 °C WQ (Ti6Al4V) condition had a greater
resistance to ASB formation when compared to
830 °C slowly cooled and then aged (STA)
(Ti6Al4V) condition, but it did not reveal better
ballistic performance due to its lower strength when
compared to 830°C STA condition. MANES
et al [17] showed the formation of ASB along with

ductile dimples through the coalescence and
nucleation on the ballistic fracture surface of
Al6061-T6 aluminium plates. The softening effect
modifies the microstructure, accelerates the
formation of dissolution and growth of coarse
precipitates and results in the loss of mechanical
properties. In order to restore the loss of these
properties in different weld zones, one preference is
to fully heat treat the welded components [8,18].
The increase in microhardness value in NZ of
AAT075-T651 FSW joints after post-weld heat-
treated (PWHT) process [19] was obtained. The
PWHT AZ31B FSW Mg alloys considerably
enhanced the tensile strength and microhardness at
an annealing temperature of 250 °C [20].

Reported literatures [20,21] showed that,
PWHT process can significantly improve the
hardness and modify the microstructure of the FSW
joints. Published research works focused on the
effect of FSW parameters on ballistic behaviour of
aluminium alloy [8] and compared the ballistic limit
between BM and welded aluminium alloy plates [9].
However, limited works were noticed on ballistic
studies of PWHT FSW joints of magnesium alloy. It
was observed that that there is an improvement in
ballistic behavior with hardness; in a WZ it is likely
to attain the same hardness with moderate
microstructures, several of which might be highly
harmful to loss of ductility and toughness [5].
EREEM et al [9] and SULLIVAN et al [21] have
determined the ballistic properties of different
friction stir welded zones such as NZ+TMAZ
(thermo-mechanical affected zone), HAZ and BMZ
of aluminium alloy. Limited attempts have been
noticed to determine the performance and failure
behaviour of NZ+TMAZ, HAZ and BMZ of the
PWHT AZ31B magnesium alloy.

In the present work, an attempt has been made
to determine the ballistic behaviour of PWHT
AZ31B Mg joints (8 mm in thickness) using
7.62 mm AP projectiles. The PWHT test was
carried out under different annealing conditions,
such as (150 °C, 1h), (250 °C, 1h) and (350 °C,
1 h), respectively.

2 Experimental
Magnesium plates with the dimensions of

50 mm x50 mm x § mm were used and Table 1
shows the chemical composition of DMD cast
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AZ31B Mg alloy.

In order to prepare square butt joints, taper pin
tool made of H13 tool steel was used. Taper pin
profile has shoulder diameter of 26 mm, pin
diameter of 9 mm and length of 7.6 mm. The
dimensions of the taper pin FSW tool are shown in
Fig. 1.

Table 1 Chemical composition of DMD cast AZ31B Mg
alloy (wt.%)

Al Zn Mn Mg
3.29 1.10 0.32 Bal.

45

T
Fig. 1 Dimensions of taper pin FSW tool (Unit: mm)

The macro-level defect-free joint was prepared
through a sequence of trial runs by changing the
welding parameters such as tool rotation speed and
welding feed which are listed in Table 2.

The trial runs indicated that rotation speed
(1200 r/min) and welding feed (50 mm/min) are the
optimum process parameters to produce defect-free
FSW joints. Figure 2 shows the FSW joint obtained

by using the above-mentioned parameters. The
PWHT process was carried out in the electric
furnace at three different annealing temperatures of
150, 250 and 350 °C for a period of 1 h soaking
time under vacuum condition.

The microhardness values of heat-treated and
non- heat-treated welded joints were measured by
using Vickers hardness tester with a load of 100 g
and a dwell time of 15 s. For each specimen, three
measurements were taken and an average value was
reported. FSW and PWHT samples were subjected
to metallographic examination to obtain the
microstructural changes.

Ballistic experiments were carried out in
three different weld zones such as NZ + thermo
mechanically affected zone (TMAZ), HAZ and
BMZ. Aluminium alloy 6062 having dimensions of
200 mm x 200 mm x 22 mm was used as the
backing plate. The Al-6062 backing plate and
PWHT Mg alloy as a front plate were firmly
clamped together using C-clamps at four edges
without any air gap. The mass of the cartridge and
the projectile was 18.75 and 7.85 g, respectively.
The ballistic experiments were conducted as
per MIL-DTL—32333 standard. The PWHT target
plates were impacted against 7.62 mm x 39 mm AP
projectile at 0° angle of attack with a firing range of
10 m and striking velocity of the projectile was
(430+£20) m/s. The mass of the gun powder was
varied from 1.20 to 1.25 g to obtain the required
striking velocity. The schematic diagrams of
ballistic setup and the AP projectiles used in the
present study are shown in Fig. 3.

In each test, infrared light-emitting diode was
used to measure the impact velocity of projectile. A
total of three projectiles were fired to PWHT target

Table 2 Macro graphs of different FSW joints prepared under different welding parameters

Parameter

Macro graph of FSW joint transverse section

Observation

Tool speed less than 1200 r/min

ti\ L uienek

Defect: Tunnel
Location: Centre of weld zone
Reason: Insufficient heat input

Welding feed less than 50 mm/min

Defect: Wormhole
Location: Advancing side
Reason: Excessive heat input

Tool speed of 1200 r/min and
welding feed of 60 mm/min

funl'n'lh-._“

Defect: Tunnel and crack
Location: Advancing side
Reason: Improper heat input
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Fig. 3 Schematic diagrams of ballistic setup (a) and
7.62 mm X 39 mm AP projectile (b)

plates to obtain the ballistic performance
statistically. The DOP values were considered to
determine the ballistic performance of different
zones of the PWHT target plates. The DOP of the
penetration channel was measured using a video
measuring instrument with an accuracy of £5 um.
After the measurement of DOP value, the crater
region of target plates was cut along the midpoint to
investigate the nature of damage caused by the
projectile impact. The damage behavior of crater
sections was studied by using SEM.

3 Results and discussion

3.1 Microstructure

Figure 4 shows the SEM images of the AZ31B
base metal (BM), non-heat-treated and heat-treated
FSW joints. SEM image of BM shows the coarse

and non-homogeneous distribution of p-phase
(Fig. 4(a)). The NZ-FSW (Fig. 4(b))
considerable changes in microstructure when
compared to the BM. NZ-FSW consists of equiaxed
grains with a few precipitate particles along the
grain boundaries.

It is understood that the stirring action of the
FSW tool locally produces plastic deformation and
frictional heat; this causes the partial dissolution of
[-Mgi7Al; phase in the matrix. TUZ et al [22]
reported that dissolution of the secondary phase was
mainly due to the plastic deformation caused by the
FSW tool. Hence, this produced the softening
behaviour in the NZ compared to the BM. FSW
reduced the size of the f-phase particles in the NZ
of Mg alloy [23,24]. Figure 4(c) shows the
NZ-PWHT  microstructure  under  annealing
condition of 250 °C and 1 h. The microstructure
contains fine «a-Mg phase and significant
dissolution of secondary f-phase. However, the tiny
precipitates were observed at the grain boundaries,
due to the atomic diffusive flow of Mg and Al
atoms. Hence, these strengthening precipitate
particles make strong grain boundary and increase
the strength of the joint. The HAZ-PWHT
microstructure (Fig. 4(d)) exhibits coarse a-Mg and
discontinuous precipitations compared to the
NZ-PWHT microstructure. However, HAZ only
experiences thermal cycle but not any plastic strain
during welding, even though its heat-treated region
of microstructure shows imperfect recrystallization
and a few retained f-phases (8-Mg;;Al;). SEM
microstructure of BMZ-PWHT is shown in
Fig. 4(e). It is evident that the presence of coarse
o-Mg is similar to HAZ and refined spherical
Mg;;Al;; phases. Mgj;Al;, phases were refined
because of the solid solution strengthening, which
is the effect of annealing process. The grain sizes of
NZ, HAZ and BMZ in the PWHT samples are
about 10.2, 52.7 and 26.6 um, respectively.

shows

3.2 Effect of PWHT temperature on micro-
hardness

Figure 5 compares the average transverse
microhardness of the three different heat-treated
joints with that of non-heat treated one.

The microhardness of the HAZ of FSW joint
was HV 54, while the microhardness values of the
NZ and base metal were about HV 63 and HV 66,
respectively. Compared to the base metal, lower
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Fig. 4 SEM images of different zones of AZ31B magnesium alloys: (a) Base metal; (b) NZ-FSW; (c) NZ-PWHT;

(d) HAZ-PWHT; (¢) BMZ-PWHT
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Fig. 5 Microhardness profiles of FSW and PWHT
samples at different annealing temperatures

microhardness was observed in the NZ, which is
attributed to the dissolution of p-phase. SINGH
et al [25] also observed lower microhardness

compared to the base metal. The Ileast
microhardness value was recorded in the friction
stir welded zones, predominantly in the HAZ and
TMAZ. However, these zones have undergone
thermal softening effect caused by FSW tool. It was
also observed that the variation of microhardness of
the heat-treated welded joints was significantly
influenced by the condition of heat treatment. The
average microhardness values of NZ heat-treated
welded joints obtained at annealing temperatures of
150, 250 and 350 °C for 1 h were about HV 61, HV
68 and HV 56, respectively.

3.3 Ballistic failure mechanisms of different
PWHT zones
Ballistic performance of the PWHT (250 °C
for 1h) plate was determined by using 7.62 mm
hard steel core projectile in the NZ+TMAZ, HAZ
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and BMZ. In each zone, three samples were tested
and the corresponding DOP was measured using a
video measuring instrument. The damage images of
the front face and cross-sections of the NZ-PWHT,
HAZ and BM target plates, impacted at a striking
velocity of (430+20) m/s are shown in Figs. 68,
respectively.

Figures 6(a) and (b) show the front face and
cross-section images of the NZ+TMAZ crater
region of PWHT targets, respectively.

The projectile impact caused the localized
strain around the crater area, which led to the
formation of surface crack in the weld region. It
was found that the crater width at the entry was
higher than that at the exit. Spalling mode failure
was noted at the entry of the NZ where the hole
diameter was bigger than the actual projectile
diameter. It was due to the variation of hardness
along the transverse direction. In addition, the
ballistic failure mechanism changed from spalling

Fig. 6 Damage images of front face and cross-section of NZ-PWHT target plate after ballistic test: (a) Front view;

(b) Crater path of projectile

(b) Crater path of projectile
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to plugging mode in the middle. This type of failure
was dominated by an induced shear stress during
penetration of the projectile. The presence of small
surface cracks at the exit of crater clearly indicates
that there is loss of ductility.

Figures 7(a) and (b) show the damage images
of front face and cross-sections of HAZ target
plate. Radial cracks were observed on the front face
of the HAZ. The contact of the projectile on the
target reduced the strength and developed high
compressive stress. The compressive stress waves
changed the fracture behaviour from ductile to
brittle mode. Hence, it led to the formation of more
cracks around the crater region compared to the NZ.
Theses cracks did not propagate towards the weld
regions because these regions have higher
microhardness and finer grains compared to the
HAZ.

The plugging failure mode was observed on
the crater cross-section of the HAZ. In addition to
plugging failure, the ductile deformation was
observed by extending the corners of crater at the
entry.

Figure 8(a) shows front face image of BM
target plate, revealing the presence of primary and
secondary cracks. Large continuous cracks are
known as primary cracks. The cracks are formed
due to the initial stress waves caused during the
contact of the projectile with the target.

During the projectile impact into the target, the
front steel core tip causes higher compressive stress
which may exceed the ultimate compressive
strength of the material. These compressive stresses
produce localized stress waves that cause the
formation of initial cracks. Small cracks around the
crater region are considered as secondary cracks.
These cracks were formed because of the reflected
shock waves from the backing plate. The
penetration of the projectile in the BMZ was lower
than that of NZ and HAZ for the same thickness.
However, the front face image clearly indicated that
the projectile did not penetrate more compared to
other zones. In the case of NZ and HAZ there was a
shift in the projectile path which was noticed on the
front face of the targets after ballistic impact. This
was due to the variation of hardness along the
transverse direction. The projectile path of this
region was followed to the least surface hardness.
Figure 8(b) shows the carter cross-section of BMZ.
In this case, the failure mechanism was dominated

by ductile hole expansion without any cracks on the
crater wall. The crater width at the exit was less
than that at the entry. However, the ballistic failure
mechanism did not change from the entry to the exit
of the projectile path. This was due to uniform
hardness of the BMZ when compared to other
zones.

In the present work, ballistic performance was
determined by measuring the DOP of the projectile
into the 22 mm thick Al6062 backing plate. After
the projectile impact, the backing plate was
detached from the target and sectioned using hack
saw. The penetration channels of Al6062 backing
plates for the corresponding targets are shown in
Fig. 9. Ductile hole formation was observed at the
penetration channels of the Al6062 backing plates
corresponding to different heat-treated weld zones.

Fig. 9 Penetration channels of Al6062 backing plates
after ballistic tests

The average DOP values of different heat-
treated weld zones are shown in Fig. 10. It can be
seen that the measured DOP values for NZ+TMAZ,
HAZ and BMZ were 9.91, 21.14 and 8.46 mm,
respectively. The BMZ has a slight decrease in DOP
value compared to the NZ+TMAZ.

The yawed impact penetration was noticed in
the backing plates due to the variation of hardness
in the target plates and the maximum kinetic energy
of the AP projectile absorbed by the front plate.
This could be the reason for deviation of the
projectile path in the backing plates. ERDEM
et al [9] also noticed that the HAZ of friction-stir-
welded Al7039 has the least ballistic limit when
compared to the base metal and the NZ. The lower
ballistic resistance in the HAZ was mainly due to
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thermal softening effect caused during welding. The
slight reduction in ballistic performance of
NZ+TMAZ was mainly due to the change of
penetration mechanism from the entry to the exit
crater region, whereas the penetration mechanism

in the BMZ was completely ductile hole
deformation.
P
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Fig. 10 DOP values of heat-treated weld zones

From the above discussion, it was observed
that ballistic behaviours of the NZ+TMAZ, HAZ
and BMZ were completely different. However, the
crater walls of HAZ and BMZ were almost similar
in appearance; whereas no such cracks were
observed in the BMZ crater wall region. The
deflected projectile path was noticed in the
NZ+TMAZ and HAZ of the backing plate, as
shown in Fig. 9. However, it was not observed in
the BMZ. The variation of hardness along the
transverse plane was the primary reason for the
shift in the projectile path. Hence, this caused the
deviation of projectile path in the backing plate. It
was also noted that, in all the three regions the
crater width decreased from the entry to the exit of
the projectile. The least hardness value was
observed in the HAZ compared to other regions
which caused the increase in DOP value. It is well
known that hardness is one of the important
parameters that mostly influence the ballistic
behaviour of a weld joint [9,21]. The DOP value of
the HAZ was much higher than that of the
NZ+TMAZ and BMZ.

3.4 Post-fracture SEM morphology

To investigate the fracture behaviour and
failure mechanisms of targets, SEM analysis was
carried out in crater region. The fracture surfaces of
all three regions showed the creation of adiabatic

shear bands (ASBs), especially more ASBs were
observed at the entry (Fig. 11(a)). More ASBs
caused the formation of cracks which in turn
affected the ballistic performance. ASBs induced
micro-cracks around the crater cross-section of the
entry.

]

Projectile path

Fig. 11 SEM images of post-impact ballistic NZ-PWHT
crater cross-section regions: (a) Entry; (b) Middle;
(c) Exit

The presence of higher ASBs lines at the entry
confirms that the majority of the kinetic energy of
the projectile was absorbed in this region compared
to other regions which led to the deflection of
projectile and restricted the penetration (Figs. 11(b)
and (c)). MISHRA et al [15] found that the
deflection of projectile at the target lowered the
kinetic energy of the projectile, which significantly
reduced the ASBs.

Figure 12 shows the SEM images of crater
cross-section in different regions of HAZ-PWHT.
The fracture surface of HAZ at the entry showed
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the presence of dimples, which indicated the failure
mechanism was dominated by ductile hole
enlargement and indicative of crack growth, voids
and coalescence. It was also noted that all the three
regions i.e. entry, middle and exit regions showed
the formation of micro-cracks. Thus, one can expect
the absence of ASBs and presence of cracks in HAZ
when compared to NZ. The formation of cracks was
due to the inability of the material to accommodate
the radial stresses. The presence of micro-cracks at
the entry, middle and exit was the reason for a
reduction in ballistic performance. The formation of
micro-cracks on the crater surface was due to the
local temperature rise; hence, it may cause thermal
softening effect and produce tensile stress.

Fig. 12 SEM images of crater cross-section in different
regions of HAZ-PWHT: (a) Entry; (b) Middle; (c) Exit

Figure 13 shows the SEM images of crater
cross-section in different regions of BMZ-PWHT.
The presence of cracks at the entry of crater

cross-section indicated that the penetration process
was dominated by ASBs. The crater wall surfaces
showed the formation of cracks at the entry and exit,
and few ASBs at the middle. The presence of the
shear bands in the middle of crater surface of the
BMZ confirmed that the failure caused stress waves
from the circumference of the specimen. The
reflected stress waves contributed to the formation
of ASB [25].The contact stress waves on the front
face caused crack initiation and crack propagation
along the thickness direction, which was indicated
in the higher magnification SEM fracture images of
the entry. The formation of cracks was due to lack
of ability of the target to accommodate the shear
strain generated by the projectile and influences of
radial and tangential stress [15]. The presence of
cracks on the BMZ crater surface was mainly due to
the presence of coarse a-Mg and retained spherical
Mg17Al12 phase between grain boundaries that led

Fig. 13 SEM images of crater cross-section in different
regions of BMZ-PWHT: (a) Entry; (b) Middle; (c) Exit
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to the initiation of cracks during the projectile
penetration. However, these cracks were not
observed in the surface level as discussed earlier.
The small discontinuous crack was present at the
exit, which indicated that the complete projectile
impact energy was not transferred to the backing
plate. Hence, it slightly reduced the depth of
penetration compared to NZ-PWHT. Even though a
larger number of ASBs were noticed in NZ
compard to BMZ, its ballistic performance was not
significantly inferior to that of the BMZ. From the
fracture SEM images of BMZ it was understood
that there was a change in fracture mode from
ductile to mixed mode. In addition, the hardness of
the target significantly influenced the change in
ballistic failure mechanism [9,26].

4 Conclusions

(1) The effect of different PWHT temperatures
(150, 250 and 350 °C) on the microhardness was
determined and compared with non-heat treated
FSW joints. The maximum hardness value of
HV 69 was obtained in the NZ under the PWHT
condition of 250 °C, 1h, which was 7.93% and
3.03% higher than that of the NZ-FSW and BM
regions, respectively.

(2) The NZ-FSW showed homogeneous
microstructure with fine «-Mg and partial
dissolution of fS-Mg;;Aly; phase due to stirring
effect. Because of heat treatment, significant
dissolution of f-Mg;Al;; phase and strengthening
of precipitated particles were noticed.

(3) Ballistic resistances of NZ+TMAZ and
HAZ were 53.12% and 59.98% lower than that of
the BMZ, respectively. The failure mechanism in
the NZ+TMAZ was the combination of spalling and
plugging. The least hardness of HAZ showed
plugging failure along with surface cracks from the
entry to the exit of penetration channel. The front
face showed the formation of radial cracks.

(4) Post ballistic impact SEM images of
NZ+TMAZ and BMZ showed the formation of
ASBs and induced cracks. The crater in the HAZ
exhibited micro-cracks in all three regions of the
entry, middle and exit and along with ductile
dimples at the entry. The HAZ region allows the
projectile to enter easily and decreased the ballistic
resistance when compared to other zones. The
fragmentation failure was not observed in all three

zones of PWHT target. Hence, PWHT process can
be a suitable process for improving the hardness
and ballistic resistance of FSW Mg alloy.
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Abstract: The main objective of thisreview isto investigate the
centrifugal pump and to increase the efficiency of the pump. The
aver age efficiency of centrifugal pump isabout 65-70 percent. The
significance of efficiency in pump is selecting a proper pumping
system will conserve fuel or eectricity and decrease the annual
pumping costs. I nefficient and poorly chosen pumping systems can
increase annual costs dramatically. Obtained efficiency of
centrifugal pumpswith low specific speed isnot high. The scope of
the work is to reduce hydraulic losses. In this paper a literature
review isidentified by providing a modified impeller channel with
design changesthat are capable of improving the efficiency of the
centrifugal pump.

Keywords: impeller, pump, groove, CFD.

1. Introduction

Centrifugal pump is used to convert kinetic energy to
hydrodynamic energy. The type of kinetic energy is rotational
kinetic energy and the rotational energy typically comes from
engine to electric motor. Already obtained efficiency is not too
high so the efficiency of the pump should be increased. So, the
different loses should be reduced. So, the impeller should be
modified with micro grooves. The characteristics of smooth
impeller and the grooved impeller should be identified and
compared. To evauate this CFD calculations should be done
and the application of micro geometry in centrifugal pump
impeller is done and calculations are made. The main objective
isto increase the efficiency of the pump.

Fig. 1. Components of centrifugal pump
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2. Literature Survey

Dave, S. Shukla, S, Jain, S, [1] A comprehensive overview
of fluid dynamic models and experimental results that can help
solve problems in centrifugal compressors and modern
techniques f